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THE ROLE OF FISCAL DISPARITY IN EXPLAINING
MACROECONOMIC FORECASTING ERRORS

Susanne M. Polley”

. INTRODUCTION

Policy makers do not intentionally make “bad” policies anymore than bankers intentionally make “bad”
loans. Nevertheless, siabilization policies can end up being economically destabilizing. Uncertainties
about the economy and the “long and variable lags” in the policy process are typically cited as the roots of
procyclical policies. Feeding the fires of a vicious cycle, uncertainty fosters errors in forecasting which
further diminish the policy maker’s ability to achieve its desired objectives.’ In order to improve the ability
to achieve desired outcomes, the policymaker must uncover these sources of uncertainty. It is proposed
here that a potential source of uncertainty, and hence a source of errors in forecasting and policy making,
is the fiscal disparity (or the relative changes in fiscal policy) between nations.

We know that our policy makers monitor foreign aggregate demand, interest rates, and exchange
rates. We also know that a closed economy analysis is misleading because the policy actions of one
country have spillover effects on the economies of its trading partners. As a result, the consequences
arising in both economies must be considered when the effects of policy actions are being projected.
Acknowledging the direct effects of foreign and domestic policies, however, may siill be insufficient for
effective policy making. Given the increased “openness” of the U.S. economy, the move towards a global
economy, coordination, and economic cooperation, our analysis needs o be more comprehensive and to
consider more than just the direct effects of policy.

In this paper it is hypothesized that the relative changes in policy, called the fiscal disparity, may be a
vital source of information in the policy process. As a result, if policy makers forecast the psrformance of
the domestic economy and set policy instruments without considering the relative consequences of
foreign and domestic policy decisions, then those forecasts and the policies based on them could be
flawed.?

The research in this paper investigates the exient to which the fiscal disparity between the U.S. and
the other members of the G7 explains the variance in policy makers’ errors in forecasting nominat and
real GNP and the GNP Deflator.®* More precisely, | investigate whether examination and consideration of
this fiscal disparity could improve forecasting performance. By recognizing periods of increased fiscal
disparity, and incorporating the relative spillover effects into their models, policy makers may reduce the
overall level of uncertainty, improve their ability to forecast the effects of policy, and reduce the incidence
of policies that turn out to be destabilizing.

The paper is organized as follows: Section || defines the concept of fiscal disparity. A discussion of
the data and a test of the potential usefulness to policy makers of fiscal disparity is conducted in Section
Ill. Section IV presents the results, while comments and conclusions are offered in Section V.

" State University of New York, College at Cortland.
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fl. FISCAL DISPARITY DEFINED

Fiscal disparity, as described by Paulus (1988), is the measure of "the relative movement of U.S.
budgetary policy toward stimulus” (p. 5)* That is, it is the change in U.S. tax and spending policies
relative to the tax and spending changes in other countries.

For example, over the 1981 to 1986 time span, U.S. fiscal policy had swung toward
stimulus by an amount equal to about $150 billion—through tax cuts and expenditure
increases on discretionary budget items. At the same time, policy abroad moved toward
restraint by approximately $100 billion, as foreign governments raised taxes and reduced
discretionary expenditures. Thus, U.S. fiscal policy moved $250 billion toward stimulus
relative to fiscal policies in other nations, or by the equivalent of about 5% of GNP since
the base period of 1981. (Paulus, 1988, p. 5)

The implication is that what is more relevant for forecasting and, hence, for policy making purposes is
not the absolute change in U.S. fiscal policy, but the refative change in policy. That is, it is possible that
policy makers have not erred in their examination of the appropriate domestic fiscal policy variables or
indicators and have not erred in their modeling of the effects on the economy; rather, the forecast errors
may partially be a result of a failure to adequately account for the relative changes in fiscal policy; i.e., to
account for the fiscal disparity.

. METHODOLOGY AND DATA

Comparative static exercises within a standard open economy model reveal that failure to account for
the economic effects resulting from domestic fiscal policy changes refative to the simultaneous changes in
foreign fiscal policy can result in a significant error in projecting domestic output and prices.® For example,
if the rest of the world contracts its level of government spending while the U.S. is expanding its
government spending, the resulting decline in foreign income will reduce foreign demand for U.S.
praducts. This dampening effect on trade and U.S. real GNP will be further amplified by the appreciation
of the dallar which accompanies the rise of domestic interest rates relative 1o foreign rates.® As a result of
the disparity between the nations’ fiscal policies, domestic real GNP increases by less than if there was
no change in foreign fiscal policy. Or stated another way, i the relative changes in policy were not
considered, the policy maker would have overestimated the effects on real GNP from the rise in domestic
government spending. Consequently, the policy maker's forecast of GNP would be in error. As a result,
the eftectiveness of its indicators and the likelihood of hitting desired targets (which are based on those
forecasts) would be diminished.

The results of such comparative static exercises suggest that there is information in the fiscal
disparity between nations which could be exploited to improve forecast accuracy. However, without
having the policy makers’ actual forecasting models and their actual data, it is difficult to determine
whether or not they adequately accounted for fiscal disparity.” A good alternative method to determine
whether there is unexpioited information in the fiscal disparity is to test whether the fiscal disparity can
explain the variation in the policy makers' forecasting errors. If the fiscal disparity proves to be a source of
the errors in forecasting, then that would imply that there is some information contained in the disparity for
which the policy maker has not already accounted. As a result, incorporation of this information has the
potential to improve forecast accuracy and, hence, to validate the usefulness of monitoring the fiscal
disparity. However, if the policy maker is utilizing this information optimally, the fiscal disparity should not
“Granger-cause” its forecast errors. Towards that end, the following simple model was estimated.

E, = a; + &, (Fiscal Disparity),, + £

where E = the policy maker's errors in forecasting nominal GNP, real GNP, or the GNP Deflator
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Fiscal Disparity =

weighted average

AStructural deficit B AStructural deficit
PGNP (U.S) PGNP (RG7)

€ = an error term.

Fiscal disparity is calewated as in Paulus (1988). That is, fiscal disparity is the difference between ihe
change in the structural deficit as a percent of potential GNP (PGNP} in the U.S. and a weighted average
of the changes in the structural deficits as a percent of potential GNP in the rest of the countries in the G7
(RG7 i.e., the Rest of the G7 countries). Data on the structural deficit are available from the Organization
for Economic Cooperation and Development (OECD) and are consistentty available only on an annual
basis.® The fiscal disparity is illustrated in Figure 1. Of particular interest in this diagram is the marked
increase in the disparity that occurs around 1980 and persists through 1987—the period corresponding
with the Reagan tax cuts and military build-up.

The model would predict a negative coefficient on a,, for exampie, if the policy maker overestimated
the effects on domestic output and prices. Such a result would occur if domestic fiscal policy moved
inversely to the policy in the RG7, as it did during the 1980°s.® Should the coefficient a, prove to be
statistically significant, this would indicate that the policy maker had not fully exploited available
information which could potentially improve its forecasting performance. In such a case, it could be
concluded that the fiscal disparity between countries was a statistically significant source of the policy
maker's forecasting error for the sample period examined.

THE DATA

Two sets of financial forecast error data were employed. In addition to evaluating the forecasts
prepared by the staff of the Federal Reserve (Fed), an alternative set of forecasts prepared by members
of the American Statistical Association - National Bureau of Economic Research (ASA-NBER) was also
tested. The growth in the errors in forecasting nominal and real GNP and the GNP Deflator was examined
for both forecasters.” The forecast error data are expressed in percent changes at seasonally adjusted
annual rates and are calculated as the difference between the actual and predicted values from the fourth
quarter of one year to the fourth quarter of the following year. The actual figures for GNP and the Deflator
were compiled from the Citicorp Economic Database.

Data on the Fed's forecasts were obtained from internal Fed documents and cover the period 1970-
1990."" The staff of the Board of Governors of the Federal Reserve prepares a set of forecasts prior to
every FOMC meeting in which the values of economic variables are projected from one to six quarters
out. These forecasts are a blend of both seasoned judgement and large-scale model predictions. The
fourth guarter forecast utilized in this research is the forecast made immediately after the release of the
preliminary third quarter data. Preliminary data on GNP and inflation are released approximately three
weeks following the end of a quarter. The annual forecast is a forecast of the entire year that is made in
the fourth quarter of a year and covers the interval to the fourth quarter of the next year.™

The ASA-NBER forecasts are the results of a survey. In particular, the median, rather than the mean,
forecasts from the approximatsly forty members of the American Statistical Association who submit their
forecasts each quarter are used. The participants in the survey are asked to forecast seventesn major
indicators five quarters ahead.” Error statistics for both sets of forecasts are presented in Table 1
whereas the forecast error and fiscal disparity data sets are presented in the appendix.
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FIGURE 1: Fiscal Disparity Between the U.S. and the rest of the G7 countries.
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TABLE 1

Error Statistics for ASA-NBER and
Federal Reserve Forecasting Errors
1970:1-1990:1

ASA-NBER FORECAST ERRORS FEDERAL RESERVE FORECAST ERRORS

Mean Error
Nominal GNP 0.45575 0.57236 Nominal GNP
Real GNP -0.10082 -0.22181 Real GNP
GNP Deflator 0.55823 0.77888 GNP Deilator

Mean Absoiute Error

Nominal GNP 1.87755 1.70834 Nominal GNP
Real GNP 2.13798 1.10847 Real GNP
GNP Deflator 0.85966 1.32852 GNP Deflator

Root Mean Squared Error

Nominal GNP 2.53561 2.17840 Nominal GNP
Real GNP 2.75355 1.56684 Real GNP
GNP Deflator 1.09238 1.72723 GNP Deflator

The reliability of survey forecasts has been examined by a number of researchers. Both direct and
indirect comparisons of private- and public-sector forecasts have been conducted. McNees (1995)
compared the accuracy of three “official” public sector forecasts to that of private sector survey forecasts.
His findings for the one-year-ahead forecasts reconfirm previous research that the private survey
forecasts are about as accurate as those compiled by the pubiic sector. In an earlier study, McNees
(1892) observed that forecast accuracy varies over time and that “no single forecaster dominates” in
accurately predicting all variables, over ali fime harizons (p. 32).

Dean Croushore has conducted a considerable amount of research using The Survey of Professional
Forecasters data. In his 1996 paper he noted that the inflation forecasts from this survey, among other
private sector inflation surveys, were unhiased, but inefficient. “The term inefficient applies to forecasts
that could be improved by using additional information” (p. 20). In other research, while their purpose was
not to compare the accuracy of private- and public-sector forecasts, Romer and Romer (1996) did find
that the Fed has asymmetric information about inflation and real output not possessed by commercial
forecasters.'
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IV. RESULTS

There is evidence to suggest that the fiscal disparity between the U.S. and the other G7 nations may
be a source of these policy makers’ errors in forecasting real GNP. The regression results reflect a non-
trivial relationship between the fiscal disparity and both the Federal Reserve staif's and the ASA-NBER's
errors in forecasting real GNP,

While various subperiods were examined, it was the 1980-1987 period that produced the strongest
evidence of a statistically significant relationship between the errors in these policy makers’ forecasts and
real GNP. Over this hotizon, marking an expansionary thrust in domestic fiscal policy, the lagged fiscal
disparity accounts for more than 70 percent of the Fed's real GNP forecasting errors and over 60 percent
of the ASA-NBER members’ errors in forecasting both real and nominal GNP. These results were
statistically significant at the .05 level and the negative coefficient on a, is consistent with the model's
predictions as cutlined previously.

When the forecasters’ errors were evaluated against the change in the disparity, evidence of an even
stronger relationship was reveated over this time period." Specifically, the change in the fiscal disparity
between the U.S. and the rest of the G7 countries explained over 80 percent of the Fed staff's errors in
terecasting real GNP and approximately 80 percent of the ASA-NBER’s errors in forecasting both real
and nominal GNP over the 1980-1987 period. These results for both policy makers were statistically
significant at the .01 level.’® Figure 2 iliustrates the relationship between the Fed staff's RGNP forecast
errors and the change in the fiscal disparity. Tables 2 and 3 present the Fed staff and ASA-NBER 1980-
1987 regression results, respectively. Results of the tests covering the full 1970-1990 sample are ailso
provided as a basis for comparison in these tables.

V. CONCLUSIONS

In this paper the concept of fiscal disparity between the U.S. and the other nations in the G7 is
examined. It is anticipated that there is information contained in the fiscai disparity which could potentially
improve the policy maker's forecast accuracy, but which has not been consistently measured.,

The nominal and real GNP and inflation forecast errors of the Federal Reserve staff as weil as the
errors of the participants in the ASA-NBER forecasting survey are examined. The results of a simple test
indicate that during the years of the Reagan-Bush tax cuts and defense sector spending increases, the
1980-1987 period, the fiscal disparity, especially the change in the disparity, produced evidence of a
strong relationship with these policy makers’ errors in forecasting our nation’s real output. Consequently,
an area of uncertainty which has impeded forecasting performance has been revealed. Thus, the results
suggest that there is room for improving the accuracy of both private- and public-sector forecasts.

These results further indicate that when domestic fiscal policy is aligned with that of our major trading
partners as it was for the most part prior to 1980, the fiscal disparity between nations does not adversely
affect forecasting performance. And we can conclude rather confidently that whatever information is
contained in the disparity was adequately accounted for by our nations’ policy makers when preparing
their forecasts of output and inflation. However, in periods like the 1980's when nations' policies diverge,
these policy makers were not as efficient in gauging and/or modeling the fiscal dispariiy information.

It has been suggested that the volatility of the exchange rate during the 1980s is the source of the
relationship observed between the policy makers’ forecast errors and the fiscal disparity variable.
However, in other tests, a trade-weighted index of the dollar exchange rate was not a statistically
significant source of these policy makers' forecast errors. In addition, the variation in the forecast errors is
not explained by the fluctuations of domestic fiscal policy or by movements in foreign fiscal policy.
Consequently, the argument that the policy maker may be adequately gauging movements in the home
(or foreign) poiicy, but is weak in accounting for changes in the other policy, cannot be supported by the
empirical tests.” Rather, what appears to be a weakness in the forecasis over this time pericd is the
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ability to gauge the refative changes in domestic and international policies; that is, to account for the fiscal
disparity in policies,

The fiscal disparity seems especially impertant now given the emphasis on balancing the federal
budget. A period of deliberate and sizeable spending cuts in the U.5. relative to the expansionary
maovement occurring in the rest of the world could be the next period in which the fiscal disparity gap
widens, and hence, instigates errors in forecasting. Consequently, further investigation into the
accounting and modeling of the fiscal disparity seems warranted. Recognizing the potential economic
contribution of the fiscal disparity between nations could prove to be extremely valuablie in guiding
domestic policy and business decisions as we progress to a global economy.

12
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ENDNOTES

Tootell (1997) makes an additional point regarding uncertainty and forecasting. In setting monetary
poficy, he nates that the more forward-looking is the FOMC, the more uncertainty there is about the
accuracy of its forecasts. “Uncertainty around the forecasts, and not just the forecasts themselves,
affects monetary policy.” (p. 64)

For information on the effects arising from policy decisions, see Ambler (1989), Glick and
Hutchinson (1990), and Levin {(19886). Devereux and Wilson (1989) provide a summary of the
research on coordination.

The G7 (or Group of 7) includes the world’s most industrialized countries and the U.S.’ most active
trading partners. Besides the U.S., the G7 consists of Japan, France, United Kingdom, Haly,
Germany and Canada.

At the time that he prepared this pubiication, John Paulus was the Chiet Economist at
Morgan Stanley,

A basic model detailing the theoretical and empirical foundations is available from the author.

Employing cointegration and error-correction technigues, Miller and Russek (1991) empirically
confirm that increases in the federal budget deficit “Granger-cause” increases in interest rates. The
model here assumes a high degree of capital mobility so that an increase in domestic interest rates
will trigger a capital inflow which results in an appreciation of the dollar and a corrssponding
decrease in net exports,

A scanning of the Federal Reserve’s “Record of Policy Action” suggests that the Fed staff was not
monitoring the concept of fiscal disparity during the 1980s.

Changes in the structural deficit are changes in revenue and expenditures that result from changes
in tax policy or fram changes in discretionary government spending. The structural deficit data may
contain revisions from the data originally published. However, given the unavailability of original
data, the revised figures serve as the best available data to conduct this test ex-post.

Recall that the Paulus quote regarding fiscal disparity described the international policy
environment of the 1980's as one in which the U.S. was moving towards expansion while foreign
governments were moving toward restraint. The comparative static exercises indicated that the
policy maker would tend to overestimate the effects to output and prices from such a fiscal
disparity.

In 71992, the U.S. joined its international neighbors in recording Gross Domestic Product. The
research in this paper utilizes data prior to 1992, however, when Gross National Product was the
prtimary measure of our nation’s output.

The Fed imposes a five-year delay in releasing forecast data. 1970 is the first year for which annual
forecast data are available. The sample was ended at 1990 in order to keep the Fed staff's and
ASA-NBER's forecast data sets comparable.

These forecasts contain revisions to forecasts that were made prior to the release of the preliminary
data. See Karamouzis and Lombra (1988) for details on preparation of Fed forecasts, and Brayton
and Mauskopt (1987) for information on the Fed's macro model, the MPS madel.

The first survey was collected in 1968:4. In 1990, the Federal Reserve Bank (FRB) of Philadelphia
began conducting the survey after the ASA and NBER discontinued the survey. The FRB of
Philadelphia modified the survey and renamed it The Survey of Professional Forecasters. See
Croushore (1993) for more information on the survey. The sample period ends in 1990,
consequently, to maintain consistency in the forecasts collected.

It has been noted that the Fed's forecasts are often based on some assumed stance of monetary
policy being followed. Such “conditional” forecasts may not be unbiased.

13
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15.

16.

17.

14

The 1980-87 period was examined because it was a period during which the fiscal policy in the U.S,
differed markedly from the rest of the world's. Chow tests of structural stability over this period were
rejected at the .05 significance level. The visibly apparent increase, or change, in the fiscal disparity
over this period formed the rationale for investigating this relationship.

McNees (1892) noted that some time periods have historically been more difficuit to predict, and as
a result, forecasts were more prone to errors. The period of the early 1980's was cited as one of
those difficult periods, as both private and public sector forecasters incorrectly estimated the effects
of the 1981-82 recession and its subsequent recovery. These empirical results suggest that the
fiscal disparity contributed to those errors in forecasting.

When the fiscal disparity variable is disaggregated, neither movements in the structural deficit of the
U.S. nor in the RG7 was a statistically significant source of these policy makers' forecast errors,
regardless of the sample period examined.
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THE EFFECT OF AN UNOBSERVABLE MARKET PORTFOLIO
ON BIAS IN BETA ESTIMATION: AN EMPIRICAL INVESTIGATION

By J. Austin Murphy”

Since the development of the Capital Asset Pricing Model (CAPM) by Sharpe [25], security betas
have been widely employed in financial practice and research. Security betas represent the contribution
of an asset to the variance risk of the market portfolio of all risky assets. Betas are employed by
diversified investors to compute the relevant risk of an asset or portfolio and are utilized by financial
officers and analysts to estimate the required return on investments,”

Much has been written about various methods of estimating security betas ([3], [4], [5], [9], [12], [14],
(18], [22]). Roll [21], however, has shown that all empirical studies which employ beta estimates may be
invalid because the true market portfolio of all assets and its return are not exactly observable. Although
Sauer and Murphy [23] have demonstrated a statistical methodology that corrects for the error in
measuring the return on the market portfolio, most analysts and researchers continue to use estimation
techniques that yield biased beta estimates. This research tests for the statistical significance of the bias
in beta estimation.

BETA ESTIMATION PROCEDURES

Defining r as the nominal return on an asset, using italics to symbolize a random variable, and
denoting any risky asset with subscript j, the risk-free asset with subscript f, and the market portfolio with
subscript m, security betas are defined as

(1) B = Cov(r-r, ryryNar(r,-1).

Betas in (1) can be estimated empirically by regressing the excess returns of asset | (above the risk-free
rate} on the excess returns of the market portfolio

where a is the intercept and e is the regression residual. However, the independent variable (the return on
the market portfolio in excess of the risk-free rate) in regression equation (2) can not be precisely
measured, and so a proxy must be used that is measured with error (Roll [21]). Depending on the method
of estimation, errors in the measurement of the value of an independent variable may result in
inconsistent parameter estimates that are biased in large samples {Judge et. al. [16]). Although
instrumental variabies (V) estimators exist to correct for such bias (Sauer and Murphy [23]), such
procedures have largely been ignored for purposes of estimating betas on U.S. stacks {8hanken [24]).

For research purposes, Ordinary Least Squares (OLS) is commonly employed to estimate betas
{e.g., Black, Jensen, and Scholes [2]), and, in practice, Bayesian estimation procedures, which are
typically used, are based on OLS estimates (Vasicek [28]). More sophisticated procedures have also

" Professor of Finange, Qakiand University, Aochesier, Ml 48309-4493. Tel.: {248) 370-3282.
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been employed, frequently jeintty estimating betas and some other parameter (Gibbons [11}), and
attempts have been made to evaluate the effect on testing results of using different proxies for the market
partfolio (Stambaugh [286]). Adjustments are also sometimes made to allow for infrequent trading (Dimson
[4]} or to aliow for betas that vary over time (Lee [18]). However, none of these procedures addresses the
probiem caused by error in measuring the return on the true market portfolic.? Since inconsistent beta
eslimates caused by errors in variables can distort research and decision-making which are based on
such estimates, it is important to determine whether the basic OLS beta estimator is significantly biased.

TESTING BETAS FOR BIAS

Hausman [13] has constructed a test which examines whether a given estimator is significantly
different from an IV estimator that is consistent or unbiased in large samples. An IV beta estimator
essentially removes the bias in regressicn equation (2) by muliiplying both the dependent and
independent variables by an instrument.

An instrument is a variable which should be highly correlated with the irue unobservable independent
variable but must not be correlated with the vector of differences between the proxy and the true
independent variable. Once the appropriate instrument has been specified, the Hausman [13] test merely
requires regressing the dependent variable on both the proxied independent variable and the instrument

(3) -ty = &g + By (1) + B INSTRUMENT + g,

where subscripts are given to the paramesters to denote the addition of a second independent variable to
equation {2). A t-test which finds the parameter coefficient (B,) for the instrument to be significantly
different from O would indicate that OLS is significantly biased, as it implies that the coefficient using the
IV estimator would be signficantly different from that utitizing OLS.

The instrumental variable to be used in equation (3) is the 3-group instrument (Johnston [15]). To
construct the 3-group instrument, all observations must be ranked into 3 equal-sized groups according to
the size of the proxy for the independent variable. Then each cbservation of the instrumental variable is
given a value of 1, 0, and -1 according to whether the observation is in the group with the highest, middle,
or lowest values for the proxy, respectively.

According to Kmenta [17], the 3-group instrument has the desirable property of being uncorrelated
with the vector of differences between the proxy and the true independent variable as long as there are
no cases of the true independent variable having a value that is Jess than two-thirds of its other sample
values in the same observation where the proxy value is greater than two-thirds of the other sample proxy
values, and as long as there are not any independent variable values greater than two-thirds of the other
true values in the same observation where the proxy value is less than two thirds of the other proxy
values. For beta estimation, this condition merely requires that the vector of differences between the
observed proxy return and the true market return not be characterized by large outliers whose signs are
opposite that of the return on the true market portfolio. Although this required condition is not extremely
restrictive, it does necessitate careful specification of a market portfolio proxy which is highly correlated
with the true market porifolio.

In addition, as Theil and van Yzeren [27] have shown, if the proxy has a high corretation with the true
independent variable, the 3-group instrument will also be highly correlated with the true independent
variable. Thus, the 3-group method has the required properties for an instrument as long as the market
proxy is judicicusly chosen to have a high correlation with the true independent variable.?

The standard proxy for the market portfolio of all assets utilized in both practice as well as in research
is the stock market. Galai and Masulis [10] have demonstrated, however, that the proxy shouid include
returns on bonds as well as stocks in order to estimate the return to all productive assets. Friend,
Westerlfield, and Granito [8] have suggested use of a weighting scheme of approximately 60 percent
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equities, 30 percent corporate bonds, and 10 percent T-bonds, which is based on the average security
holdings of all U.S. individuals and financial institutions as reported in the Federal Reserve's Flow of
Funds. Because Black [1], Friend and Blume [7], and Fama and Schwert [6] have pravided theoretical
justification for not including foreign assets, real estate, and human capital, respectively, into the proxy, it
seems justifiabie to assume that a portiolio consisting of 60 percent stocks (NYSE value-weighted),
30 percent corporate bonds (investment grade), and 10 percent T-bonds (long-term} would have a high
corretation with the true market portfolio.

DATA AND RESULTS

Data on monthly individual stock returns, one-month risk-free T-bill rates, and the return on the
various components of the market porticlio proxy are obtained from the monthly returns and index files
from the Center for Research in Security Prices (CRSP). All stocks with more than 60 observations on the
CRSP tape are included in the sample. For each of these 2463 stocks, the excess returns over all months
of listing during the interval 1926-84 are regressed on the excess returns of the market portfolio proxy and
the three-group instrument,

The results of the test are shown in Table I. The t-statistics for the instrument are significant for 579
(24 percent), 407 (17 percent), and 207 (8 percent) of the 2463 stocks at the .10, .05, and .01 significance
leveis, respectively. This large percentage of significant parameter estimates is much greater than the
percentage that would exist in a truly random sample (10 percent, 5 percent, and 1 percent, respectively),
and t-tests indicate the difference is statistically significant from zero.

Thus, the Hausman test indicates that OLS beta estimates are significantly biased for a large number
of stocks, with the implied bias typically being equal to several standard errors of the beta estimate. For
instance, the t-statistics indicate that, for about 17 percent of the stocks, the OLS beta estimate is biased
by over two standard errors, which implies from prior findings on average beta standard errors {2}, that
OLS beta estimates are distorted by over 60 percent in such cases).*

CONCLUSION

This research shows that traditional econometric procedures based on OLS yield beta estimates
which are signiticantly biased for aimost a quarter of all stocks. This finding implies that empirical studies
which use OLS betas may be invalid and that decision-making based on such estimates may be distorted.

The results indicate that, to ensure meaningiul and valid security beta estimates, it is necessary to
empioy an IV beta estimator such as the 3-group method.5 Besides its advantages in terms of estimation
efficiency and unbiasedness, the 3-group estimator is also easy to compute.®
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TABLE 1

Hausman Test Statistics

-ty = 8 + B (1) + BpINSTRUMENT + ¢

Significance Level

D I
10 05 .0

Number of t-statistics significant for the B2 parameter estimate?® 579 407F  207*
Number of t-statistics that would be randomly significant® 246 123 25

t-statistic for difference between the number of sample
and randomly significant parameter estimates 2235 26,25 36.75

*Significantly different at the .001 level from the average number that would exist randomly.
*Out of 2463 t-statistics computed (one for each of the sample stocks),
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ENDNOTES

Required returns on any asset are estimated using the CAPM by adding the risk-free rate 1o a
premium for risk that is specified to equal the asset's beta times the amount by which the expected
return on the market portfolio of all assets exceeds the risk-free rate. The risk-free rate is often
specified as the long-term Treasury bond yield to maturity, and Murphy [19] has suggested
estimating the expected return on the market portfolic to be 5% above the risk-free rate (based on
historical data).

Much of the research on the CAPM focuses on the relationship hetween asset returns and betas,
with the relationship being tested through some form of a regression of a sample of assets' returns
on their betas. Researchers recognize the problem that the true CAPM betas are unobservable and
must be estimated, and they typically employ a grouping procedure to address the problem of error
in variables that exists in the regression of assets' returns on the beta estimates measured with
error (Shanken [24]). However, their methodology corrects only for unbiased error in beta
estimation, not for the bias in beta estimation that exists.

Theil and van Yzeren [27] demonstrated that the 3-group estimator is about 80% as efficient as
OLS even if there is no error in measuring the true independent variable. In addition to its
econometric efficiency in estimation, the 3-group beta estimator is computationally easy to employ
even without statistical software (although many statistical packages also exist to compute IV
estimators). In particular, after sorting a time-series set of return observations into three equal
groups based on the size of the excess return on the market portfolio proxy, the asset's mean
excess returns in the observation group with the lowest excess market returns are subtracted from
the mean in the group with the highest returns, and this difference is divided by the corresponding
difference in mean excess return on the market portfolio proxy in those two groups (Kmenta [17]).

Pastor and Stambaugh [20] have previously shown that error in parameter estimation causes far
larger deviations in required return estimates than errors in modal specification.

Some prior research has already been conducted that utilized instrumental variables to estimate
betas. For instance, in a comparative test of the relative power of the CAPM betas in explaining
stock returns, Sauer and Murphy [23] used a second market portfolio proxy as an instrument in
estimating betas, although they did not test whether their instrumental variables estimator resulted
in significantly different beta estimates. Further examination of the issue of bias in beta estimation
using other data on other assets over other time intervals and using different market portfolio
proxies and instruments is left to future research. It should be mentioned that any new study using
more recent data would have to address the issue of the increased integration of the world markets
that has occurred in the past 15 years (perhaps by including foreign assets into the market portfolio

proxy).
See endnote 3.
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THE EFFECTS OF TELEVISION ADVERTISING ON CONCENTRATION:
AN UPDATE

Richard T. Rogers* and Robert J. Tokle™"

Since the late 1960s, a number of studies have empirically examined the effect of advertising
intensity (measured by advertising-to-sales ratios) on concentration change. In comparison to other types
of studies that have tested for the effect that advertising may have on competition,! these studies have
yielded the most consistent results.® The advertising intensity coefficients were consistently positive and
significant for those studies that used Leading Nationai Advertisers, Inc. (LNA) as their advertising data
source.® The LNA data, in comparison with other sources of advertising data? for a broad segment of the
manufacturing industries, provide more accurate advertising expenditures for individual industries (Rogers
and Tokle, 1995) and also have the advantage that they can be disaggregated into different media,
including network TV, spot TV, network radio, ocutdoor, magazine and newspaper supplements. However,
their major drawback is that it is extremely lime consuming to reassign the advertising expenditures to
Census industry definitions, For more detail on using LNA advertising data for the 4-digit SIC
manufacturing industries and for the 1982 and 1967 LNA advertising data sets, see Rogers and Tokle
(1995).

The studies that tested advertising intensity in a concentration change regression model using LNA
data at the 4-digit SIC industry-wide level are Mueller and Rogers (1980, 1984) and Tokie, Rogers and
Adams (1980). These studies found the advertising intensity coefficient to be positive and significant for
many different time periods tested between 1947 and 1982. When total advertising intensity was
separated into etectronic (network and spot TV plus network radio) and printed® {(newspaper, outdoor and
magazine), the etectronic advertising intensity coefficient became larger and more significant, while the
printed advertising coefficient became insignificant. Also, for Tokle, Rogers and Adams (1990), network
TV advertising intensity was the only medium that by itself was positive and significant. The conclusion
reached by these three studies is that television advertising leads to increases in concentration for two
primary reasons. First, it is the most effective and persuasive medium in building, and maintaining,
product differentiation (Connor et al., 1985), Television advertising features powerful, subjective image-
building themes and largely avoids the informational content common in local print advertisements
(Resnick and Stern, 1977). Although national magazines advertisements also feature images, teievision
ieaves a more dramatic impact on consumers. Most consumer goods that lend themselves to subjective
appeals have embraced television as the preferred medium unless denied access by law (e.g., cigarettes
after 1972} or by self-imposed industry rules {e.g., hard liquor). Television’s praportion of all measured
media advertising expenditures has grown from zero in the 1840s prior to the debut of commercial
television to over 70 percent by the 1980s (Rogers and Tokle, 1995). The second main reason television
has led to increased concentration is the existence of real and pecuniary scale advantages for larger
television advertisers. Although the blatant volume discounts in TV advertising were abandoned, they
were replaced by a more complex system of purchasing packages of advertising time. Levmore (1978)

- University of Massachusetts-Amherst

™ Idaho State University
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found the newer bargained-for rates stili contained substantial volume discounts.® Scaia (1973) found
large advertisers secured more favorable times slots (e.g., prime time) than smaller advertisers. The
combination of volume discounts and preferred times combine to disadvantaging the smailer advertiser.

TELEVISION-TO-TOTAL ADVERTISING AND CONCENTRATION CHANGE

Leahy (1988), using an approach similar to Lynk (1981), developed a concentration change modet
where the proportion of television advertising to total advertising expenditures (TV), rather than
advertising intensity, was the key independent variable. As Leahy argued, the effect of TV on
coneentration change could be positive or negative. TV was a two-tailed test because on the one hand
the “large-firm effect” says that “the most efficient firms have the greatest incentive to advertise and these
firms will tend to grow larger than the less efficient firms” (Leahy, 1988, p. 23). On the other hand, the
“entry-effect” says that “advertising facilitates entry into an industry and entering firms tend to be smaller
than existing competitors” (Leahy, 1988, p. 23). This would tend to decrease concentration. Leahy also
shows that this approach avoids the simultaneous equation problem of advertising and concentration
studies and possibly the consumer information prablem.”

Leahy’s work (1988, 1989, and 1997) covered various periods from 1947 to 1987. Table 1 shows the
regression results from these three studies for the equations that used the change in four-firm
concentration as the dependent variable. TV is the ratio of television-to-total advertising for 1967 in alt
equations estimated. CR is initial concentration of the time period, GR is industry growth over the time
period (measured by change in value-added) and S is industry size (measured by the natural logarithm of
value-added in beginning time period). CR, GR and S are hypothesized to have negative coefficients {see
Leahy, 1988 and 1889). Industry concentration ratios and value-added came from the U.S. Census of
Manufactures.

TABLE 1

Leahy’s Results of Four-Firm Concentration Change Model

STUDY 1988 1989 1997
Time Period 1947-67 1947-72 1947-77 1947-82 1947-87
081 066 A14 14 A1
TV
(2.59)** (1.75) (2.59)* (2.65)* (1.77)
-177 -.189 -.202 -.29 -.34
CR
(-3.43)* (-3.24) (-2.61)* (-3.19)* (-3.12)"*
-.003 -.002 -.007 -.004 -.0006
GR
(-2.66)* (-1.03) (-2.92)** (-1.54) (-.49)
- - -.038 -.04 -.03
S
- - (-2.42)* (-2.10)* (-1.57)
N 77 74 69 62 57

t-ratios are in parentheses.

TV is a 2-tailed test and CR, GR and S are 1-tailed tests.
*Significant at the 5 percent confidence level.
**Significant at the 1 percent confidence ievel,
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As can be seen in Table 1, CR is always negative and significant, while GR and S are always
negative, but are not always significant. TV is always positive, but its statistical significance varies
between 1 and 10 percent. Leahy (1997, p. 46) concludes ‘that the large-firm effect of advertising an
concentration continues to cutweigh the entry effect.”

Tokle (1995) added to Leahy’s 1988 and 1989 work. First, the time period began in 1967, rather than
1947, because the last major reclassification of the SIC was in 1963, By starting in 1967, 237 industries
were available 1o use in the sample for the 1967-87 regression equations, compared to 57 for Leahy
{1947-87). Also, Tokle used LNA advertising data from 1967 and 1982, which may yield a more accurate
measure of advertising than for one year (Tokle, Rogers, and Adams, 1980, pp. 7-8).

Tokle’s results appear in Table 2. The model is identical o Leahy’s (1989), except TV67 and TV82
are television-to-total advertising for 1967 and 1982, respectively, while TV (AVE67,82) is the average of
TV67 and TV82. Also, GR is treated as a two-tailed test (see Tokle, 1995, p. 39). CR and S are always
negative and significant, while GR is negative and significant for the 1867-82 period. TV, whether
measured from 1967, 1982, or an average of the two years, is positive and significant in ali equations.
Tokle concludes that there are two possible interpretations of TV. One is that the “large-firm effect”
dominates the “entry effect.” Another is that television advertising “is the most effective medium to buitd
product differentiation and create barriers to entry” (p. 42).

The purpose of this paper, in addition to the review of these four concentration change and television-
to-total advertising studies, is to update Leahy's model to include the most recent Census year, 1992.
This may weill be the last possible period for a concentration change study, since the U.S. Census of
Manufacturers does not plan to compile industry concentration ratios beyond the 1992 Census.

Empirical Results
The linear regression model used is Leahy’s 1989 model;

ACR=g,+aTV+aCR+a,GR+3aS+u

where ACR is four-firm concentration change (at the SIC four digit-level), and TV (the ratio of television
advertising to total advertising), CR (the initial year's concentration ratio), and GR (industry growth over
the period)} and S (industry size) are as measured in Tokle (1995). For the economic hypotheses
associated with these variables, see Leahy (1988) and Tokle (1995).

Out of 450 SIC four-digit manufacturing industries in 1982, this study has a sample size of 217
industries. Most of the industries excluded were due to: (1) SIC industry definitional changes between
1967 and 1992, (2) “not elsewhere classified” groupings, which do not comprise a meaningful market, and
(3} lack of four-firm concentration ratios due to disclosure.

The regression results from the 1967 to 1992 period are shown in the first three equations in Table 3.
CR, as consistently shown in these past studies by Leahy and Tokle, is negative and statistically
significant. This is because "leading firms in concentrated industries are likely to lose market share over
time. In addition, the higher the original level of concentration in the industry, the smalier is the maximum
possible increase over the period” (Leahy, 1988, p. 23). Also, unconcentrated industries tend to show
increased concentration over time. S is also negative and significant, as it was in these past studies,
except for the 1947-87 period for Leahy (1997). Larger industries have room for more optimal-sized firms,
resulting in lower concentration (Tokle, Rogers and Adams, 1990), but also smaller industries tend to
concentrate. GR, on the other hand, is insignificant here, similar to the GR coefficient for the 1967-87
period for Tokle (1995) and some of Leahy's estimated equations. Growth may have had a
deconcentrating effect earlier, but it appears to have worn off by sometime in the 1980s.
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TABLE 2

Tokle’s Results of Four-Firm Concentration Change Model

STUDY 1895
Time Period 1967-82 1967-87
7.02 7.57
TV67
{3.60)** (2.88)**
5.32 4.89
TV82
(3.39)* {2.34)*
7.67 7.74
TV(AVEG7,82)
(3.94)* (2.94)**
-.13 -.13 -13 -.14 -.14 -14
CR
(-4.84)** (-4.71)** (-4.93)** (-3.94)** (-3.75)** {-3.97)*
-.89 -95 -.95 -17 -.19 -.21
GR
(-2.89)** (-3.18)"" (-3.20)* (-.56) (~62) (-.72)
-1.72 -1.83 -1.95 -1.69 -1.82 -1.88
S
(-3.28)** {(-3.57)** (-3.66)** (-2.33)* (-2.45)* (-2.55)**
N 280 280 280 237 237 237

t-ratios are in parentheses.

TV and GR are 2-tailed tests and CR and S are ¥-tailed tests.
* Significant at the 5 percent confidence level,

** Significant at the 1 percent confidence level.
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TABLE 3

Regression Results of Four-Firm Concentration Change

TIME PERIOD 1967-92 1982-92
Intercept 28.5 28.3 28.9 21.2
8.26
TV67 250y
3.08 0.90
Tvez (1.21) (0.49)
6.72
TV(AVE67,82) 2om
on “19 17 _18 ~09
(-4.28)"* (-3.95)"* (-4.15)*" (2.81)"
o Y ~37 iy 05
(+1.74) (-1.52) (-1.72) (.04)
S 273 274 2.85 207
(-3.07)* (-3.007"* (:3.15) (-3.39)*
R2 13 A1 12 06
N 217 217 217 217

t-ratios are in parentheses,

TV and GR are 2-tailed tests and CR and S ars 1-tailed tests.
* Significant at the 5 percent confidence level,

** Significant at the 1 percent confidence leve!,

As with Leahy (1988, 1989, and 1997) and Tokle (1995), TV (television-to-total advertising
expenditures) is the main focus of this study. Similar to Tokle (1995), this study tests TV as 1867 (TV67),
1982 (TV82), and as an average of 1967 and 1982 [TV(AVE67,82)]. Table 3 shows TV to be positive and
significant at the 5 percent level for TV87 and TV(AVEG7,82) during the time period 1967-92. Again, there
exist two possible interpretations of this. The first, suggested by Leahy, is that the “large-firm effect”
dominates. The second, offered as a possible alternative by Tokle (1995), is that TV tends to increase
concentration because television is the most effective medium to build product differentiation (a barrier to
emry). However, unlike the 1967-82 and 1967-87 periods reported by Tokie (1995), TV82 becomes
insignificant for the 1967-92 period. The level of significance also drops for TV67 and TV(AVE67,82) for
1967-92, compared to 1967-82 and 1967-87. The iast equation in Table 3 reports the estimated model for
a later and shorter time period: 1982-92. Here, the estimated coefficient for TV82 is very small and
insignificant. Overall, the iast ten-year period does not show much structural change.

In comparing the results of 1967-82 and 1982-92 and those of 1967-82 and 1967-87, it appears that
the effect of television-to-total advertising on concentration change may be nearly exhausted, whether
measured as TV67, TV(AVEG7,82), or especially as TV82.% Network television advertising began in 1951
{Brooks and Marsh, 1981), but “there has not been much change in the structure of network television
since the mid-1950's” (Leahy, 1997, p. 45). This could have caused a disequilibtium in the industrial
market structures, allowing for industries that used more television advertising to increase in
concentration. But, as television advertising matured, these industries may be reaching a new equilibrium
with respect to concentration and type of media used to advertise.
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An examination of the actual level of concentration in each year (Table 4) reveals that the average
level of concentration was positively related to the measured-media advertising-to-sales ratio (using 1967
data). Of the 217 indusiries, 83 did no media advertising in 1967 and had a mean CR4 of 37.6. In
contrast, the 22 industries with the highest advertising intensity in 1967 had a mean CR4 of 54.0 in 1967.
The low advertisers had concentration levels similar to the non-advertisers and the moderate advertisers
had average CR4s between the two extremes. Whereas the non-advertising and the low and moderate
users of advertising showed little change in concentration over the 1967 to 1992 period, the highest users
of advertising posted a consistent rise in mean CR4, from 54 in 1967 to 61.6 in 1992. So both the level
and change in concentration are reiated to advertising intensity. But, as the results suggest, a higher level
of concentration may be the new equilibrium level.

TABLE 4

Mean Four-Firm Concentration, by Year, by Degree of
Advertising Intensity for 217 Manufacturing Industries, 1967 to 1992

None Low Moderate High

Year N=83 N=80 N=32 N=22

1992 38.7 39.6 515 61.6

1987 38.0 38.2 51.3 60.6

1982 37.8 35.8 51.6 57.5

1977 a7e 36.6 51.6 56.5

1972 37.8 37.6 51.0 554

1967 37.6 37.1 49.8 54.0
Change 1967-1992 +1.1 +2.5 +1.7 +7.6

Advertising intensity was defined by the 1967 measured media advertising-to-sales ratio (TAS67, measured as a
percent) as follows: none if TAS67 = 0; low if 0 < TAS67 < 0.5; moderate if .5 < TAS67 < 2.5; high it TASE7 > 2.5,

SOURCE: U.8. Bureau of the Census, Conceniration Ratios in Manufacturing, 1992 (and earlier}, Census of
Manufacturers and the advertising data are from Rogers and Tokie.

CONCLUSION

Overall, the results of these past studies show that media advertising, especially network television,
was associated with increased industry concentration. The introduction of television advertising disrupted
existing market structures and over time the industries that could use television advertising the most
effectively exhibited the fargest increases in concentration. Although many critics of capitalism feared
capital-intensive industries would become highly concentrated, their concentration levels have remained
at levels consistent with workable competition (CR4 less than 40) or even declined over time (Muelier and
Rogers, 1980). On the other hand, consumer goods industries that found television advertising a valuable
marketing tool increased in concentration and as a group have the highest average concentration ievel.
The concentrating effect of television advertising, however, appears to have been exhausted as we
moved into the 1980s and 1990s.
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ENDNOTES

Most of these other studies have focused on the connection between advertising intensity and
either concentration levels or profit rates.

For a survey of these advertising intensity and concentration change studies, see Tokle, 1993.
LNA is now Competitive Media Reporting.

Such as advertising expenditures taken from the Input-Cuiput Tables.

Printed advertising contained outdoor and magazine for Tokle, Rogers and Adams (1990).
See Coennor et al., 1985, pp. 95-97 for a complete discussion.

See Leahy, pp. 21-23, for a discussion on how his model may aveid these two problems.

Recall that in Leahy's resulis, the significance of TV fell from 1 percent to 10 percent from the
1947-82 to the 1947-87 period. This couid also indicate that the effect of television advertising on
concentration change was waning.
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SOCIOBIOLOGY AND ECONOMICS:
A REVIEW OF THE LITERATURE

Ahmet Baytas”

. INTRODUCTION

Are human beings cooperative and altruistic, or are they intrinsically selfish and competitive? Is the
choice this clear cut? At least three interrelated developments have led to renewed debate on these age
old questions. First, recent research in evolutionary biology has suggested-—more strongly than ever
belore—that comparisons between humans and other species are possible and has cast new light on the
issue of human altruism. Moreover, in the past couple of decades a remarkable communication has
developed between economists and sociobiclogists, who are using each other's theories and techniques,
and coming 1o similar conclusions about human nature. This is not a coincidence; the revival of the
Darwinian evolutionary theory as applied 1o problems of social behavior, known as sociobiology, has a
distinctly economic aspect [Hirshleifer 1977]. Secondly, empirical evidence in both behavioral sciences
and field biology has shown that “rationality” and “selfishness,” at least in the narrow sense, are not as
rampant as mainstream economics might have expected. Trust and cooperation seem to be part of beth
human and animal life. Lastly, while the critique of self-interest theory is still a minority position within the
economics discipline, it has finally found its voice. A large number of studies on the issue of altruism in
the last three decades undoubtedly signify a strong interest in non-selfish economics. For example,
Collard [1968], in defending his thesis that even in economic dealings people are not entirely selfish,
claimed that “private markets are unable to deal with situations where altruism is important”; Sen {1979
and 1987} hinted at the irrelevance of utility theoty and its emphasis on seH-interest maximization; Etzioni
[1888] pointed out the missing “moral dimension” in standard economics, and criticized the egoism of the
public choice theory associated with James Buchanan; Greg and Paul Davidson [1988] stressed the
importance of “civic values”, Frank [1988] asked, “is selfishness the only rational basis for aciion?"; Kohn
[1990] emphasized the brighter nature of human beings; Piore [1895] argued that the self-interested
individual is “an inadequate social theory for addressing many contemparary issues”; and Elster [1998]
discussed the features of emotion that might be relevant for economists.

This paper attempts to review the recent literature on the convergence of ideas between evolutionary
biology and economics and focuses on how sociobiology has added to our understanding of rational
choice theory and has affected the nature of individual utility functions. In section two, the similarities
between economics and biclogy are discussed and the basic principles of sociobiology are introduced. In
section three, the evidence from the recent free-rider experiments and behavioral evidence on altruism
are presented. Finally, in section four, biological explanations of altruism, such as the models of kin
selection and reciprocal aliruism, are described. Other evolutionary expianations, including those
provided by Robert Frank, Herbert Simon and Jack Hirshleifer, are also discussed.’

} Department of Economics and Finance, Montclair State University.
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Il. THE EVOLUTIONARY THEORY AND ECONOMICS

1. Economics and Biology

Researchers in various fields have increasingly been using evolutionary arguments to explain various
behavioral traits in humans. Hirshieifer (1978, 1987, 1994 and 1995] has used them to explain economic
behavior under adversity as well as o understand when and why humans resort to anarchy and warfare.
Alan Rogers {1994], an anthropologist, has argued that human time preferences are determined by the
tradeoff between reproduction and langevity, implying that long-term interest rates can be predicted from
human biology.? Bergstrom and Stark [1993] have maintained that evolutionary theory can be used to
expiain human behavior, since fundamentals of mating, child-rearing, and sibling retations have remained
stable over iong periods. Becker [1974; 1976: 1981 and 1991] has explored evolutionary theories of
altruism in the economics of the family, A large literature on intergenerational models has followed Barro's
[1974] reformulation of the Ricardian equivalence theorem. While economists borrowed concepts from
evolutionary biology to help analyze the emergence of cooperation among peopie, biologists used
economic models in studies of social behavior in animals, such as optimal foraging and investment in
ofispring. This recent interaction between biology and economics should not be surprising, since as
Tullock [1977] remarked, Darwin stated that his discovery of evolution was a result of reading Malthus’s
On Population. Hirshleiter [1978], too, observed that Adam Smith based the division of labor upon a
biological instinct to exchange, while Atfred Marshali declared economics “a branch of biotogy.”

It is not difficult to see that fundamental concepts like scarcity, competition, division of tabor and
equilibrium play similar roles in economics and biology. Also, the common ground between the two
disciplines is clearly a focus on the individual. Individual behavior is analyzed within a utility-maximizing
framework in economics, while biologists study it in terms of maximizing genetic fitness. The process of
“optimizing” in economics is nothing but “adapting” in biology, choosing strategies that promote success in
a competitive environment. The biologist M. Ghiselin [1978] argues that economics (political economy)
and biology (natural economy) have more than just a few lessons to tearn from each other, because,
together they constitute a branch of knowledge that may be called general economy. Hirshleifer [1977]
goes even further by suggesting that ail social sciences, including economics, devoted 1o the study of
man are subdivisions of the “all-encompassing field of sociobiology.”

The last time biclogy and economics were this closely engaged was in the Social Darwinism of
Herbert Spencer. The precedent is not encouraging. Sacial Darwinism concentrated on supposed genetic
differences among individuals and races, and provided justification for racism, fascism and eugenics. Not
surprisingly, many critics (e.g., Alien [1975]) see in modern sociabiology another potentially disturbing
genetic approach to human nature with similar reactionary political implications. They view the product of
cooperation between economists and biologists as mere justification of the self-interest paradigm, in
which genuine altruism is ruled out of existence. Others (e.g., Goldfarb and Grifiith [1991]) try to convince
us that this time there is no need to worry, since, where the two disciplines have come together, a more
benign view of human nature has emerged. They argue that economics and evolutionary bioiogy both
focus on the similarities among individuals of all races, the fact that humans of all colors and creeds are
motivated by the same preferences, desires and goals—to accumulate the means to consume and to
have children. They also point out that nowadays the obsession is not with struggle but with cooperation,
and that while Social Darwinists used a conception of natural competition to justify laissez-faire
capitalism, contemporary biologists try to show how selfishness and competition can lead to cooperation
and how the collective interest can be served by the pursuit of self-interest.

2. Modern Sociobiology

It was the revival of interest in Darwinian evolution in the mid-1960s and the hublication of two books
about a decade later, Wilson’s [1975] massive volume on sociobiotogy and Dawkins’ [1976] classic study
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on the notion of the selfish gene, that excited many people in economics and biology by providing the
biological basis of human behavior. Becker [1976] soon asserted that “both economics and sociobiology
would gain from combining the analytical techniques of econaomists with the iechniques in population
genetics and other biological foundations of sociobiotogy.”

The key elements of modern genetics which help us understand sociobictogists” evolutionary
approach are the following.® All organisms have genes (DNA). Within a species, many genes are present
in two or more alternative forms or afleles. Different alleles provide somewhat different influences on the
development of individuals, contributing to variation in the characteristics of the members of a species.
Since no population can grow forever, the number of copies each gene can make in a population is
limited. Therefore, there will be competition among the alleles of a gene to occupy the limited number of
spaces in a gene pool. If one allele can make more surviving copies of itself than another allele over a
period of fime, it will eventually replace the alternative form within the population. This process whereby
the originally random and accidental genetic changes are either selected for or selected against is natural
selection. For many evolutionary biologists, life is basically a contest among different aileles to survive
and replace alternative forms. As Dawkins [1976] wrote, the fundamental brute force in nature is the
selfishness of the gene: "an organism is DNA's way of making more DNA." Obviousty, the most common
way for individuals to propagate their genes is to pass them on fo their offspring through reproduction.
Evolutionists assume every act of an organism in some way helps to maximize the individual's
reproductive success, referred to as its genetic fitness, as measured by the number of offspring that carry
its genes. An inherited characteristic can become more widespread and survive if it enhances the fithess
of the individuais who carry it.

lll. THE EVIDENCE ON ALTRUISTIC BEHAVIOR

The great strength of the assumption of self-interest in neoclassical theory is that it can be worked
into social harmony. Each person unconsciously promotes the common good by pursuing his own narrow
selt-interest.* But the failure of self-interest to lead to desirable outcomes in some situations—namely the
public goods problem in which individual incentives may be at odds with group interest—has long been
acknowledged. While Olson [1965] recognized it as a problem of “collective action”, and Hardin [1968] as
the "tragedy of the commons,” social psychologists called it a "social dilemma.”

For researchers, social dilemmas provide nearly ideal conditions in which human and animal behavior
can be better understood. This is evidenced by the fact that during the last two decades variations of the
prisoner’'s dilemma have been the subject of continucus experimental and theoretical interest. Much of
the economic and biological literature has focused on the game between two prisoners formulated in
1950 by Tucker (see Roth 1995).° In this game, each player has two choices, cooperate {deny the crime)
or defect (confess to the crime). The dilemma is that, if both players defect, each receives a lower payoff
than if they had cooperated.

We encounter many prisoner's dilemmas each day, from traffic jams to price wars in an oligopoly, in
which individual rationality and narrow self-interest do not lead to the best outcome.® For example, during
heat waves, electricity will be available for basic needs if users postpone turning on their air
conditioners—otherwise, the resuit could be a power outage. In standard economics, pursuit of narrow
self-interest would lead individuals to follow the noncooperative strategy. But the recent experimental
literature suggests that players often (though not always) behave cooperatively in finitely repeated or
even one-shot prischer's dilemmas.

Although for decades most economists believed that voluntary contribution mechanisms would
provide few, if any, public goods due to the free rider problem, experimental data suggest otherwise. The
earliest experimental work cited in the literature is by Bohm [1972], which provided evidence against the
standard assumption that subjects would free ride. Many later studies used the same general design of
presenting subjects with some public good whose value to them was unknown to the experimenter and of
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comparing the results of different methods of eliciting their willingness to pay. The major empirical findings
are summarized in Ledyard [1995], who locks at six such experiments. These six experiments were
structured as a multi-person prisoner's dilermma game where a zero contribution is in everyone's narrow
self-interest. Remember that game theory predicts that rational egoists playing the prisoner's dilemma
game once will both choose their dominant strategy, defection, and each will get a reduced payoff. In
theory, if the game is played a known finite number of times, the players still have no incentive 1o
cooperate.” But in all six studies subjects contribute at least some amount even under conditions in which
noncontribution is a dominant strategy. Specifically, three of these studies suggest that individuals are not
as selfish as generally assumed, while the others establish that altruism occurs but has much less staying
power than the first three experiments might have indicated.

There have been a large number of other experiments which indicate that people do not seem to act
primarily as self-interested maximizers. For instance, in one of Melvin Lerner's several studies, cited in
Kohn [1990], subjects who were asked to volunteer for another study and to contribute a portion of the
payment they would receive to a needy family signed up for more sessions than did those who were not
asked for a contribution. Experiments cited by Etzioni [1988] show that many individuals mail back "lost"
wallets to strangers, cash intact. In one study, nearty two-thirds of the subjects who had an opportunity to
return a lost contribution to an “Institute for Research in Medicine" did so—by paying for postage. Kohn
[1990] draws from hundreds of compelling studies in psychology, sociclogy and econamics to
dernonstrate that humans are much more caring than they give themselves credit for, and that their
generosity cannot be reduced to mere seif-interest.

It must be added that experiment design can significantly affect the level of cooperation observed. For
example, in virtually ail experiments, small group size is found to ehcourage aliruistic behavior. This is
consistent with the commonly held belief that prosocial behaviors are less common in big cities.? How are
we to interpret this observation? Kohn [1980] argues that "theorists steeped in the egoistic premises of
social science” have concluded that if people in smaller towns are more helpful it must be because they
know their kindness (or unkindness) is likely to be reciprocated. He instead asserts that the fact that one
knows the other residents of a small town simply makes their humanness harder to avoid. Kohn is
suggesting that it may be appropriate to turn the usual argument on its head, that we should begin with
the assumption that the default condition of humans is a tendency to empathize, sympathize, and help. To
quote Collard [1978], “it is not that selfish men sometimes appear to behave unselfishly, but that unselfish
men sometimes appear to behave selfishiy.”

Another particularly interesting finding is the impact of repetition on cooperation rates. When subjects
faced the same decisions repeatedly, the relatively high initial coniribution rate to public goods was found
to decline.® It is still not clear why this is so. Are subjects learning? Or is it an attempt to punish "unfair’
behavior by others? Perhaps this decfine with repetition is the result of rather complicated strategic
decisions and/or attempts at signaliing.

A growing number of recent studies have combined computer simulations that can create and expiore
theoretical models with experiments that are useful ior observing behavior [Roth 1985]. The best known
work of this genre is Axelrod's [1984] The Emergence of Cooperation, which is based on a pair of
computer tournaments. In the first one, Axelrod invited scholars in various fields familiar with the
prisoner's dilemma to submit computer programs encoding a strategy to play the repeated game. He then
ran the fourteen entries and a random rule against each other in a round robin tournament. Each program
could use the history of the game in deciding whether to cooperate on the current move. The strategy with
the highest cumulative payoff was tit-for-tat, which starts with cooperation and thereafter echoes the other
player's previous move.’ In the second round, where the game was repeated with a fixed probability of
continuation after each round (with p=0.99), tit-for-tat was again the winner among sixteen new entries,
implying again that behavior will eventually converge to cooperation. Interestingly, tit-for-tat and alf of the
other successful rules were "nice" in the sense that they did not defect first.
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In summary, typical experiments reported a level of cooperation that responded readily to various
kinds of experimental manipulation but that was bounded well away frem either zero or 100 percent.
Ledyard [1995] sums it up by stating that the public goods problem is not as bad as neoclassical theory
makes it to be, adding that "even the most fervent economic experimentalist cannot force rates of
contribution much below 10 percent." Nevertheless, many disagreements and questions remain as
contemporary discussion proceeds on both theoretical and experimental lines.

In addition to the experimental literature, a huge body of behavioral evidence provides many
exceptions to the notion that people are seffish and tend to free-ride. People regularly contribute to public
television and radio stations. They tip waiters in restauranis they will never visit again. They vote in
elections and save for future generations. Everyday people go out of their way to return lost wallets to
their owners. Peopie donate blood and give gifts [Titmuss 1971]. In a recent paper that focuses on
donations of money and time to organizations, Rose-Ackerman [1996] reports that in 1990 total monetary
contributions in the U.S. were estimated to be $122.6 billion, of which $109.6 billion was perscnal giving.
Similarly, in 1983 the value of volunteer {abor provided to charitable organizations was just over $182
billion. Psychotogical studies of helping behavior confirm the importance of altruism in everyday life; and
research with children shows many unprompted acts of sharing, helping, or comforting. [Kohn 1990).

People regularly help victims of natural disasters [De Alessi 1975]. Quarantelli and Dynes [1976]
found looting and violence to be rare and helping behavior towards victims common. Kunreuther and
Dacy [1969] note that after the Alaskan earthguake of 1964, prices of many goods were either unchanged
or actually lower, and that during the floods in 1953 in the Netherlands, refugess received shelter in
private homes at little or no charge.

Frank {1996] recently argued that unselfish motives also figure prominenily in the labor market. Based
on his analysis of Cornell University’s career center employment survey of recent graduates as well as a
number of surveys conducted by others, he claimed that “even crude measures of moral satisfaction on
the job do more to expiain wage differences than do the human capital variables traditionally used for this
purpose.” Frank observes that one dimension in which jobs differ from each other is the degree to which
the worker contributes to the well-being of others.” Consider two jobs identical in all respects except this
one. Using conventional labor market analysis, it can readily be shown that if people get satisfaction from
engaging in altruistic behavior, in equilibrium we would observe a compensating wage-premium for the
less altruistic job. The data do in fact show a strong negative correlation between annual earnings and the
degree to which an employer and/or occupation is viewed as being “socially respensible.” For example, in
1990 the average starting salary for an attorney for the New York ACLU was barely $28,000, as
compared with an average starting salary for atiorneys in a sample of large New York law firms of
$83,000. Frank also reports results of a survey of a sample of Cornell University graduating class who
stated that they would require large compensaiing wage-premiums before being willing to switch to a less
socially responsible employer.'?

V. EXPLANATIONS OF ALTRUISM

1. Biological Explanations

A. Group Selection. Until the mid-1960s, when Williams [1986] published his influential book,
Adaptation and Natural Selection, biologists generally believed natural selection operated at the group
level, i.e., favored characteristics that benefit the species as a whole, In this view, individuals often act in
ways that contribute 1o the survival of the group, rather than that advance their own narrow self-interest.
For exampie, when food is scarce and overpopulation threatens the group, predators like snowy and
great gray owls restrict their own breeding; individual birds of many species give warning signals that help
the group but may endanger themseives, and so on.
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One way to understand group selection is to consider a biologist’s (Smith [1972]) description of the
evolution of fighting among male deer during the breeding season. Since victory increases genetic fithess,
why has naturai selection favored branched antlers, whose structure reduces a stag’s chances of winning
fights and generally prevents him from being seriously injured by his rival’s antlers? Wouldn't it be more
effective to wait until an opponent's back was turned and charge him in the flank?'® This behavior,
however, while favoring the individual, may be bad for the survival of the group or species as a whole.
Thus, in such situations there is a conflict between group selection and individual selection—a classic
case of a "social dilemma.” The group selection mode! suggests that conventional methods of fighting
have evolved because they reduce the risk of injury to individuals, i.e., they are good for the species as a
whole, However, in a game theoretic context where the optimal strategy for an individual depends on the
strategies adopted by others, Smith shows that no strategy would pay better (in terms of fitness) than the
one in which members of a population fight conventionally but escalate if their opponent escalates. If a
population adopts this strategy, the behavior would persist and departures from it would be eliminated by
selection. In short, individual selection can account for the evoliution of such behavior patterns that
minimize injury; there is no need to invoke group selection,

So group altruism, which Samuelson [1993] called a “teleclogical explanation of altruism as needing
to evolve lest the species become extinct,” is now largely discarded by biologists. In order to account for
the manifest existence of altruism, which Wilson [1975] declared to be “the central theoretical problem of
sociobiology,” evolutionary biologists have built modeis of kin selection and reciprocal attruism,

B. Kin Selection, The modern sociobiological theary of altruism was launched by Hamilton's [1964]
“kin selection” model in which the central concept is “inclusive fitness.” As in all biolegical models, an
individual is regarded an altruist if his behavior increases the fithess of another individual at the expense
of his own fitness. Hamilton observed that when an individual animal performs an altruistic act toward,
say, a brother, the inclusive fitness is the fithess of the altruist {which is now lower as a result of the act)
plus the increment in fithess enjoyed by that portion of the brother's genes that is shared with the altruist.
In general, the kin selection madel suggests that if the altruist lowers his fitness by x units as a result of
his act and increases his brother's fitness by y units, since they have one half of their genes in common,
his altruism will increase his (inclusive) fitness if y>2x. 4

The classic examples of kin sefection involve social insects, which curtail their own reproduction in
order to enhance the chance of survival of their fertile sibiings. This is because the workers are more
closely related to their sisters than any offspring which they might produce themselves—sisters share on
average three-quarters of their genes, but a worker’s offspring would only inherit one-half of them. Thus,
more of the worker’s genes will be represented in the next generation if, rather than raise her own young,
she instead raises those of her own mother.

Is an individual who promotes his or her own genetic future by making sacrifices on behalf of others
who carry copies of his or her genes genuinely altruistic? Many observers have noted that behavior
explained by the kin selection model is not true altruism because the individua! making the sacrifice
actually gains more than he or she foses—the result is a net increase in her inclusive fitness's
Furthermore, not every "altruistic” behavior seen in animal or human populations can be accounted for by
the kin selection model, since various acts of self-sacrifice are common among genetically unrelated
individuals. This model’s relevance to humans has also been questioned. For example, Kohn [1990]
argues that no system of human kinship relations is organized in accord with the genetic coefficients of
relationship as known 1o sociobiologists, and asks, “What evolutionary sense can we make of the fact that
a disproportionate share of acts of human violence are committed against close relatives?” Nevertheless,
kin selection' remains one of the most influential models among biologists, since it provides a
parsimonious explanation of at least some types of self-sacrificing behavior and is at the same time
consistent with the traditional view of each organism’s functioning to maximize its own survival
{Hoffman1981].
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C. Reciprocal Altruism. Trivers [1971] has extended the theory of natural selection to ancther set of
relationships he called “reciprocal altruism.” Here an individual acts unselfishly or benevolently toward
others in the expectation of being rewarded by a similar reciprocal act in the future: “you scratch my back
and I'll scratch yours.” Trivers uses a well-known rescue model (in which a person, A, is drowning and
another genetically unrelated man, B, jumps in to save him) to show that natural selection can favor
altruism, even between genetically unrelated individuals. He shows that it is in B's long-term selfish
interest to help A if the probable cost to B in terms of genetic fitness for rescuing A is less than the gain to
A andif there is a sufficiently high likelihood of a role reversal in the future.

Examples of reciprocal aitruism abound. Some fish like groupers are subject io the attention of
cleaner wrasses which clean up the mouth of the former; the grouper is relieved of parasites while the
cleaner gets a meal. Such mutually advantageous symbioses between the fungus and alga, ant and tree
species, and many insects and plants are well-known to biologists. Trivers has even contended that ape
and baboon society might be buift upon reciprocity in a rather general sense, because in a small group of
individuals who recognize each other, cooperation is rewarded by later cocoperation, and defection is
punished by later defection.

According to Trivers, since human beings have the greatest capacity to recognize and remember the
past behavior of other humans, as well as an unequaled ability to calculaie costs and benefits, the
reciprocal altruism model can explain their behavior even better. An executive of a corporation does a
favor for another executive in order to get a favor in exchange. We ask ourselves how many times we
would pay for a friend's drink if he were never to pay for ours. Empirical evidence for recipracal altruism is
provided by Shalir and Travesky [1992]. They found that the rate of cooperation increased significantly in
a prisoner’'s dilemma game when subjects were told that their pariner had cooperated. Note that the type
of cooperation implied by the tit-for-tat strategy is also based on reciprocity in human societies. Moreover,
as Axelrod [1984] shows friendship is hardly necessary for cooperation based upon reciprocity, which can
develop even between antagonists. indeed, the live-and-let-live system that emerged in the trenches
during World War | is an often-cited example [Frank 1988].' Even many human emotions can be related
to this genetic model: aggressively moral behavior keeps would-be cheaters in line; gratitude and
sympathy enhance the probability of receiving an altruistic act by virtue of implying reciprocation; and guilt
maotivates the cheater to compensate for his misdeed [Wilson 1978; Badcock 1986].

As Kohn [1990] observed, reciprocity means, “| give you this only because | expect you will give me
that (or because you already gave it to me).” But this is a far cry from true altruism: there is a huge
difference between treating others as you would like them to treat you (the Golden Rule} and treating
others as they have treated you (reciprocity). Others argue that in reciprocal altruism the donor's own
genes are the ultimate beneficiaries of the “altruistic” act, and therefore such behavior should not be
considered true altruism.’” Thus, o the critics of the self-interest paradigm, reciprocat altruism turns out to
be no more promising than kin selection. As Kohn claims, “there must be some self-maximizing
advantage to rescuing or no one would do it: this is a premise, nat the conclusion.” Besides, there are
“ecountiess rescue attempts and displays of valor which are not the result of any expectation of reciprocal
benefits” [Frank 1988].

2. Sociobiology Controversy.

If gene propagation is the prime mover in evolution, as sociobiology insists [Dawking 1976;
Cronin 1882], then all behavior must be selfish. This is because cooperation among animals does not
imply any conscicus intention or desire to do good on the part of the self-sacrificing individual, so that
altruism in animals must be an adaptive behavior controlled by the genes to enhance genetic fitness. As
biologist Richard Alexander [1987] stated, altruism is nothing but a “complex form of reproductive
selfishness.” Consequently, Hoffman [1981] claims that biologists have made altruism “impossible by
defining [it] out of existence.”
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Even if the notion of inclusive fitness might account for self-sacrificing behavior in animals, can similar
evolutionary concepts be empioyed to explain human behavior? This question was brought to the
attention of a broad audience by E. Q. Wilson's [1975] Sociobiology. Wilson's exhaustively documenied
classic argued that animals promote the survival of genes within individuals, and that human behavior
could also be explained in a similar way. A year later Dawkins [1976] wrote, "A human scciety based
simply on the gene's law of universal ruthless selfishness would be a very nasty society in which to live.
But unfortunately, however much we may deplore something, it does not stop it being true." Alexander's
[1987] approach is similar: "if people help each other, it is just to preserve their own genes."

However, this genetic approach to human behavior is not universally accepted. In perhaps the best
known and certainly the most publicized response to sociobiology, the Science for the People group,
which inciuded such notables as Richard Lewontin and Stephen Jay Gould, labeled Wilsan's approach
socially irresponsibie and racist. The scientists in the group were concerned with the implication of
sociobiology that human behavior is genetically determined and biologically adaptive, and therefore
cannot and should not be changed [Allen, et al. 1975]. Citing the existence of amazingly diverse human
cultures and environmentai factors, the prominent anthropologist Sahlins [1976] also expressed his
outrage at the genetic determinism of sociobiology. Fuller [1992] asserted that evolution has given
humans a genetically endowed capacity for sthical thought, but not any specific system of ethics, which
evolves in the process of cultural interaction. That is, "natural selection for educability and piasticity of
behavior, not for genetically determined egoism or altruism, has dominated human evolution.® Kohn
[1990] holds that “sociobiological accounts of genetic selfishness are of limited value in explaining human
behavior,” adding that, unlike animats, humans, owing to their culture and values, may make decisions
which are not adaptive with respect to evolutionary considerations, e.g., fitness. Kohn notes that even the
apparent success of tit-for-tat might be culturalty determined. If we have been socialized to expect tat for
every tit, to silently keep score in relationships, then these expectations are likely to create a reality as
real as any determined by natural egoism.

The recent literature suggests that the oppasition 1o sociobiclogy may have a scientific as well as a
moral basis. Some biologists do not believe that species characieristics are genetically carried in the
detail suggested by sociobiologists and reject theoretical arguments based on selfish competition
between genes on the grounds that they ignore the importance of evolution at the level of the genome as
a whole. Instead, such pluralistic opponents of sociobiology as Gould argue that selection oceurs at a
variety of fevels. In his critique of the selfish gene hypothesis, Gould (1977] wrote that “selection simply
cannot see genes and pick among them directly... Selection views bodies.” His view is that since there are
no particular genes for particular body parts, selection cannot even operate directly on genes through the
body parts coordinated with them. That is, it is the total body that faces the ecological pressures for
survival, not genes. Hull [1992] points out that replication is necessary for natural selection but not
equivalent to it as the gene-based view suggests: i.e., organisms are more than just “vehicles.” In fact,
Masters [1978] mentions studies at the molecular level which indicate that genetic seguences can
overlap, so that the concept of the gene as a totally discrete unit of natural selection may not be
consistent with the physical properties of DNA strings.'®

3. Alternative Explanations of Altruism

A. Robert Frank’s Commitment Model. Not satisfied with the self-interest paradigm in evolutionary
biology, some researchers have developed their own explanations of altruism. One such approach to self-
sacrificing behavior in humans is Robert Frank’s [1988] “commitment model,” described in his book
Passions Within Reason. Why do people leave tips in distant restaurants they will never visit again?
Frank's modei stresses the rote of emotions in human behavior: it is feelings of guilt, anger, envy and love
that predispose individuals to behave in ways contrary to narrow self-interest. According to Frank, people
leave tips in distant restaurants because not only does character influence behavior, as is widely
accepted, but also because behavior affects character. The seli-interested opportunist wants to seem like
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a good person, but at the same time to refrain from tipping in distant cities. If character traits are
discemible, however, this may not be possible; “in order to appear honest, it may be helpful to be honest.”
So the motive for leaving a tip is not to avoid the possibility of being caught, but to maintain and
strengthen the predisposition to behave honestly. A person’s failure to tip will make it difficult to sustain
emotions that motivate him to behave honestly on other occasions. It is this change in his emotional
makeup, not his failure to tip itself, that other people may apprehend.

Frank then attempts to show that someone who always pursues narrow self-interest is doomed to fail;
that passions, emotions and other “hon-rational” sources of motivation often serve seii-interest better in
the long-run, Experiencing certain emotions enables us to make commitments that would otherwise not
be credible. Consider a person who feels guilty or bad when he cheats. These feelings can cause him to
behave honestly even when he knows he could get away with cheating. If others realize that he feels this
way—the key is to be known as someone who is scrupulously honest—they wilt seek him as a partner in
(profitable) ventures that require trust.’® Thus under the commitment model, moral sentiments and
emotions eventually lead to material advantage, but only because they are heartfelt. Frank insists that in
reciprocal altruism, or tit-for-tat, the person whose cooperation is summoned only by the conditions
specified by these models can hardly claim the moral high ground. The presence of emotions, however,
can help account for many of the observations that pure calculations about reciprocity cannot; “the
expectation of reciprocal benefits is no reason to tip in a restaurant in a distant city or dive in icy water to
rescue an accident victim.” But, argues Frank, generosity, love, and sympathy may provide ample motive
to do so.

But in an interesting review, Kohn [1989] asserts that Frank’s Passions Within Reasons might have
been titled Altruism Within Egoism. For despite having shown successfully that non-self-interested
behavior does exist, Frank conciudes that such behavior must ultimately be motivated by self-interest.
According to Kohn, the reason for Frank’s popularity, and why he "has attracted back-jacket blurbs from
big name economists,” is that he requires mainstream economists to change only “surface elements of
their belief structure” by offering, in his own words, “less a disavowal of the seli-interest model than a
friendly amendment to it.” First consider Frank’s assertion that anger, contempt, envy, guilt and greed can
compete with the feelings that spring from rational calculations about payoffs. How else can we explain it
when a cheated person who feels angry and spends hundreds of dollars to get a refund of a few doliars?
Someone who becomes very angry when dealt with unjustly does not need a formal contract o commit
him 1o seek revenge. He will do s0 even if in purely material terms it does not pay. "The satisfying feeling
someone gets from having done the right thing is its own reward,” concludes Frank. Yet he adds, “but we
can’'t eat moral sentiments, they must have a material payoff” in order to have evolved. Similarly, consider
his favorite example, tipping a waiter we do not expect to see again. Neociassical theory suggests we will
stiff him since there is nothing to be lost by doing so. Frank says we tip, with the motivation to “strengthen
the predisposition to behave honestly,” which eventually will work to our advantage. Again, behind
evidence of admirable actions lies long-range selfish gain.

B. Herbert Simon’s Docility Model. In a well-known paper published in Science, Herbert Simon
[1990] proposes a “simple and a robust mechanism, based on human docility and bounded rationality,”
which could explain how altruism could have survived in humans. By docility, Simon means “receptivity to
social infiuence” and "the tendency to depend on suggestions, recommendations, persuasion, and
information obtained through sociai channels as a major basis for choice.” In particular, docile persons wilt
tend to learn what they perceive others in the sociely would like them to learn. We learned most of our
skills and knowledge from others or books; we did not invent them. Reliable authorities tell us to eat less
fat and exercise, which we do without first reviewing the evidence or conducting our own research. We
believe that the information on which this advice is based is better than the information we could gather
on our own [Simon 1993]. Also, we feel that following this advice is for our own good. Obviously, the
contribution of docility to fitness may be enormous, which is why it will be positively selected.
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Simon asserts that society can impose a “tax” on the benefits gained by individuals from docility by
inducing them to engage in altruistic behaviors. Bounded rationality (the fact that we have “only
incompiete and uncertain knowledge about the environment”) will prevent the docile individual from
avoiding this tax. That is, a docile person, enjoying the advantage of that docility by having more
offspring, will also accept the society’s instructions to be altruistic as part of expected behavior. This is
because he or she wiil be unable to distinguish socially prescribed behavior that coniributes to fitness
from altruistic behavior; in other words, under bounded rationality, individuals cannot be expected to
screen what they learn for its contribution to fitness.?® Now, since there must be a net fitness advantage
for docility to survive, an upper limit exists on altruism, i.e., the gross benefits from docility must exceed
the cost to the individual of the altruistic behavior. Accordingly, Simon shows that greater fitness will help
docile people increase in relative number in the popuiation. Thus, he concludes that even if genses are the
controlling sites for natural selection (the assumption most antagonistic to true altruismy}, his model allows
for docility, and hence altruism, to survive.

C. Altruism in Disasters. The main body of research on altruistic behavior during disasters can be
divided into two groups: explanations based on a taste for altruism [Kuntreuther and Dacy 1969; De
Alessi 1968], and those based on the notion that disasters do not change people's tastes but rather thair
opportunities [Hirshleifer 189871, Kunreuther and Dacy, after reviewing the ample evidence of helping
behavior in natural catastrophes, theorize that disaster induces a flourishing of "community feeling" that is
omitted from conventional economics. They claim that following a shift in the supply curve of some
necessities to the left in a disaster, the demand for these goods also declines because of self-rationing. It
is this community feeling which explains why the prices of necessities may remain unchanged or even fall
after a disaster, which brings about a change in tastes and therefore Jeads to a shift in the utility function.
Alternatively, De Alessi [1968] argues that a disaster leads to a movement along a given utility map,
rather than a shift of the utility function. Assume that a typical individual has a positive taste for charity, f
his utility is a function of “his real income" and “his neighbor's real income," and the indifference curves
have the standard properties of negative slope, convexity, and norrmality of both goods, a relative decline
in his neighbor's real income will raise the relative marginal utility to him of his neighbor's consumption.
The individual will then be inclined to transfer at par a dollar's worth of his consumption for a dollar's worth
of his neighbor’s.

Hirshleifer's [1987; 1978 and 1995] studies of economic behavior during natural catastrophes and war
are well-known. His analysis of altruism in disasters begins with the observation that the weakening of the
normal social control mechanisms might be expected to cause anti-social elements to violate laws and
customs and all people to attach much higher priority to the selfish necessity of personal survival rather
than community needs or inierests. But the evidence has shown that the opposite tends to occur.?’ As
‘impressive” examples of good behavior, Hirshleifer [1987] points out the way in which the populations of
England, Japan and Germany stood up to bombing attacks during the World War [l. Why do people
behave cooperatively? Mis explanation assumes away the taste for altruism. For although some people
have a positive taste for altruism, an individual's utility map will have a negative partial derivative with
respect to the other fellow's income, at least on the margin.?

Hirshleifer instead explains altruism as the resuft of "rational selfish calculation of the advantage of
maintaining the alliance we call saciety." His approach treats goed behavior or the “aliiance-supporting
activities" as a public good, since their benefits are not realized as private gains but are diffused
throughout the saciety. Despite the enormous value to the average person of maintaining an organized,
orderly and prosperous society—even to a rational criminal the preservation of the social alliance is of
critical importance—the perceived marginal effects of his own alliance-preserving actions will be very
small. Therefore, like every other collective good, alliance-supporting activities will be undersuppiied, and
the criminal will engage in disruptive activities as long as he feels the community wifl survive anyway, so
that he can spend his ili-gotten gains in a pleasant environment. But disaster changes this, since
suddenly the state of the society's health, in some cases even its continued existence, may be in doubt.
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Then the marginal effectiveness of an individual's actions is multiplied by a large factor. Each individua)
reasons that even a single persan's selfish behaviar could trigger an explosion of hardship fram which all
would lose. In such a situation, a high-level of alliance-supporiing activities may be expected, regardless
of whether people have a positive or negative taste for altruism.

One could argue, of course, that cooperative behavior generated by a desire to “preserve order” is
hardly well-described by the term altruism. Suppose a person is less likely to loot a store (an activity
which promotes disorder) when there is a danger of general disorder, since he is concerned about the
costs of such behavior. Given the fact that this person does not care about the well-being of the potential
victim of his crime, it is difficult to call his restraint altruism.

D. The Utility Theory and Altruism. it should be clear by now that sociobiologists' explanations of
altruism, and the reactions they elicited have ultimately led to the recognition that there is room in the
utility function for motives other than narrow self-interest.>® The models by Frank, Simon, Hirshleifer and
others reviewed above constitute examples of how sociobiclogy has helped amend the conventional sefi-
interest model and the utility function. Frank [1987] has long insisted that the basic problem with the
standard choice model was its complete disregard for emotions, and has suggested that minor alterations
in the utility function, such as taking into account concern for others and the role conscience and moral
sentiments play in decision-making, can produce significant changes in the conclusions that emerge from
economic models. Nowadays, the standard madel of choice is still defended, but preferences are no
lenger necessarily narrowly self-interested.

Many writers have questioned the commitment of neoclassical economists to explain all behavior in
terms of self-interest, and to treat altruism, much like sociobiologists, as a subset of egoism. They argue
that extending the utifity function to include welfare of cthers affords obvious flexibility, but at a cost, The
seli-interest paradigm remains in place, because economic agents now can accourt for altruistic motives
as well. But the cost is that it becomes impossible o distinguish between altruism and selfishness. After
all, with the appropriate utility function, a person could selfishly give away millions of dollars. In fact, any
behavior could be "explained" after the fact simply by assuming a taste for it. So Collard {1978] notes how
the assumption of self-interest is sometimes tautological; the man who drowns in rascuing a child is said
o be serving his own interest "just as a man seeking promotion serves his." Kohn {1990] indeed cites a
mainstream econcmist who wrote that those who risk their lives to save a child “get their names in the
newspapers and this may be the 'real' reason why they rescue complete strangers.” Kohn objects that if
all actions are selfish, then the term has no meaning and the neoclassical argument becomes
unfalsifiable. According to him, the acknowledgment in the utility function that an individual can derive
saiisfaction from the act of giving is still unreliably egoistic; the source of the benelit to the donor merely
shifts from product to process.

V. CONCLUDING REMARKS

In recent decades, complementary develapments in behavioral sciences and sociobiclogy have been
valuable in exploring the principles of human behavior from a multidisciplinary perspective. In panicular,
bath the theoretical work and field experiments in sociobiology have been important in renewing an
interest in human nature and in the question of whether biclegical or environmental factors can better
explain human behavior. Most researchers now agree that both genetic factors and the environment (e.g.,
education, culture, social conditioning} matter, though the debate on the relative impeortance of each
continues.* Even if sociobiological models like kin selection and reciprocal altruism have failed to resolve
one of the most contentious debates of the twentieth century over "nature vs. nuriure,” they have hetped
broaden the scope of mainstream economics into areas like family, charity and giving, and
intergenerational considerations. They alsc were instrumental in the amendment of the narrow rational
seli-interest model to include moral concerns. This is accomplished either by putting moral concerns into
the preference function (for example, Frank [1987]}, or by putting these concerns into the individual’s
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constraints as some sociologists do (see, Goldiarb and Griffith [1 9911 for detaiis), or by putting them into
the way individuals strategically interact (as in Axelrod’s [1984] tit for tat rules). Some consider these
developments a significant theoretical advance. To them, there is no need to step outside the
neoclassical paradigm te accommodate altruism, since self-interest can be conceived broadly. But to
others, a defense of altruism in terms of self-interest is not capable of capturing its true nature, even if, as
Walsh [1994] put it, “enlightened self-interast might have some elements of humanity about it that narrow
self-interest may not.”
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ENDNOTES

A particularly confusing feature of the literature must be made clear at the outset: many authors
shift the meaning of “seifishness” between narrow and bread definitions, ofien without making clear
which one is being used. Also the term “altruism” has various meanings, for example that "your”
welfare is an argument in “my” utility function, or that human choice is influenced by expectations of
pleasure and pain of others, or that one’s act involves a sacrifice.

The reader should also note that recent debate over altruism has affected various areas in
economic theory, some of which will not be dealt with in this paper, given limited space. Those
interested in neoclassical approach to altruism and economics of family should see Becker [1976;
1981; 1991], and Bergmann {19986] for an ariculation of its feminist criticism. For a discussion of the
Ricardian equivalence and altruism in infinite-horizon models, see, among others, Altig and Davis
[1882], Altonji et al [1992], Kuehlwein [1993], and especially, Wilhelm [1996].

For decades, the utility theory, which analyzes the effect of human preferences on economic
behavior, told us little about how these preferences are determined in the first place. But any
meaningful study in the utility theory must be developed with a comprehensive view of human
nature, which was taken as given. Many evolutionists, including Hirshleifer [1977] and Rogers
[1994] maintained that such a view is found in sociobiology, where human preferences are thought
to have evoelved by natural selection. So, for example, if economists assumed people iove their
children, sociobiologists could explain it. Alan Rogers suggested that if selection acts on "biclogical”
characteristics such as size and shape, as is generally accepted, then it could also act on
preferences. Consider sexual preferences. Most people prefer to mate with opposite-sexed
individuals of their own species. Why? According to Rogers, presumabily because those who
preferred otherwise left fewer offspring (if anyl) and thus were selected against. If natural sefection
affects sexual preference, why not, say, time preference? Rogers identifies three factors that lead
humans to prefer current consumption to future consumption: (a) an expectation of rising
consumption in the future, a fact well-known by economists, {b) declining reproductive value, both
because of a steady decline in the expectation of future life and because of a decline in fertility {the
effects of which are normaily ignored by economists), and (c) the probability that delayed benefits
may accrue to children or other descendants rather than to the investor, i.e., the strength of the
bequest motive (which is incorporated into most recent intergenerational economic modeis).

As we shall see below, the gene-based selection theory described here that dominates modern
biology is by no means universally accepied; alternative views of natural selection, such as
Stephen Jay Gould's notion of contingent evolution, do exist.

The recent debate on selfishness and altruism sparked a renewed interest in Adam Smith's writings
and a number of researchers have argued that the traditional conception of Smith severely
misrepresents his actual views on human nature. Sen [1987] insists that Smith did not hold a rigid
model of humans as self-maximizers, as contrasted with those who invoke his name. He wriies,
“there is little evidence that A, Smith believed people actually behave in an exclusively self-
inferested way,” declaring that Smith's champicning of sympathy and prudence in The Theory of
Moral Sentiments has tended to be lost in the writings of many economists regarded as describing
the so-called Smithian position on the achievements of seli-interest. Frank [1988] also confirms that
in much of his writings, particularly in The Theory of Moral Sentimenis, Smith actually wrote
“movingly of man's compassion for his fellows.” His appeal to self-interest is carefully confined
within limits consistent with an explicit moral phiiosophy, of which it is an integral part, adds Walsh
[1994]. Hahn [1981] highlights the following passage from The Theory of Moral Sentiments, “How
selfish soever man may be supposed, there are evidently some principles in his nature, which
interest him in the fortune of others, and render their happiness necessary to him, though he
derives nothing from it except the pleasure of seeing it.” Rothschiid [1994] argues that the invisible
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hand is in conflict with other parts of Smith’s work, and that Smith thought of it as an ironic but
useful joke.

Biologists were introduced to the game theory in the early 1970s by their colleague John Maynard
Smith [1972],

It has been commented that “the universa! fascination with this game is due fo its representing, in
very stark and transparent form, the bitter fact that when individuals act for their own benefit, the
result may be disaster for all” (Robert J. Aumann cited in Walsh [19924)).

The reasoning is that any reward from cooperation must arise from the favorable response of the
other player in later rounds. Therefore, there is no reason for departing from defection on the last
round, since there are no later rounds. It follows that there is no incentive ta cooperate in the last-
but-one round either, since none of the players will cooperate in the fast round anyway. Inducing
backwards, it can be shown that the game will unrave! all the way back to mutual defection on the
first move.

For example, in one study, cited by Kohn [1990], a six- to ten-year old child stood on a busy street
and said to passerby, “I'm lost. Can you call my house?" On average, about three-fourths of the
adults in twelve small towns did s0, compared with less than half in big cities.

In Isaac, McCue and Plott's experiment positive levels of the public good were produced in initial
periods, but with repetition those levels eventually declined o almost zero. Thus they wrote, “Our
results unambiguously demonstrate the existence of the underprovision of public goods and related
‘tree riding' phenomenon and thereby discredit the claims of those who assert as a general
proposition that the phenomenon does not or cannot exist.” See, Roth [1995] for further details.

The reader can see easily that the highest possible score in a prisoner's dilemma game can be
obtained by defecting at each move against a program which always cooperates (sucker)}—the
worst possible strategy. But obviously, defecting at each move against itself would not win the
highest score possible since the payoff for mutual defection is less than that for mutual cooperation
or successful defection. If each of two players plays tit-for-tat, the result would be mutual
cooperation in every play of the game, and these players would receive the largest possibie
aggregate payoff. For more examples, see Badcock [1986] as well as Axelrod [1984].

For example, one might work as advertising wtriter for cigarettes, while another might write
adveriising copy for the Nature Conservancy; or consider being an accountant for a large
petrochemical company versus for a large art museum, or a lawyer for the NRA versus a lawyer for
the Sierra Club.

Frank [1996] also finds that women are more likely to choose jobs which afford higher measures of
moral satisfaction, and that, since men who choose such jobs pay the same wage penalty that
women do, measures of moral satisfaction also explain some of the wage differential between
sexes.

Of course, as Smith [1972] notes, even more interesting question is why the results of conflicts
between males of many other species {many birds, for example) are decided without any physical
contact, e.g., by display,

Hamilton [1964] has shown how altruism among relatives is related to the degree of relatedness or
kinship of the actors: the greater the percentage of genes shared by common descent, the more
helpful the altruistic act and the greater readiness to sacrifice one’s own fithness. A precise
relationship between the degree of altruism and the degree of kinship was shown by Eberhard
[1975], who showed how inclusive fithess incorporates altruism toward quite distant relatives.

Nevertheless, much behavior toward close relatives might still reveal courageous seif-sacrifice and
perhaps should not be equaled to narrow seli-interest. As Frank [1988] reminds, “just consider
political prisoners who submit 1o torture in order to shield their kin.” Moreover, as Hoffman [1981]
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discusses, if a self-sacrificing individual is viewed as more than just a carrier of genes and as a total
organism, then the physical or psychological cost of an act could make it truly altruistic.

The trench fighting during the World War | certainly has the elements of a “game” that would be
required for the emergence of reciprocal altruism: the identities of soldiers (players) were rather
stable; interactions between them were repeated for extended periods; each side could easily
detect defection of the other, and so on. Historians’ description of the mutual restraint of both
German and Allied fighting units leaves no doubt that reciprocal aliruism did emerge as the
preferred strategy.

Collard [1978] would prefer to use the term “coupled egoism” in ptace of “reciprocal aitruism.”
According to Frank [1988], the difficulty with tit-for-tat and reciprocal altruism in general is that they
are examples of “prudent” behavior: “enlightened prudence, to be sure, but self-interested behavior
all the same.”

Interestingly, an article by Blakesiee [1997] in the New York Times describes how recent studies of
whole organisms have seriously challenged the reign of genes. The article discusses the theoretical
work of biologists like Goodwin and Gilbert, who show that an individual gene is in fact less
important than the network in which it operates.

To see why the key problem in Frank’s model is to communicate honesty, consider a prisoners
dilemma game. When altruists and egoists are indistinguishable, the former are destined for
extinction. But if they are perfectly distinguishable, they can—and will-choose to inieract selectively
with each other, no altruist need ever to interact with an egoist. Clearly, the payoff to two egoists
(defectors) will be lower than the payoff to two altruists. The latter will be selected for by evolution
since they will be fitter—they can raise larger families with larger payoffs. Eventually defectors will
face extinction. See Frank [1988] for details.

Simon [1990] writes that "belief in large numbers of facts and propositions that we have not had the
opporunity or ability to evaluate independertly is the basic human condition—a single corollary of
the bounded rationality.”

Of course, there are examples of "bad behavior” as well—such as the incidents of looting during the
Chicago blizzard of February 1967—but many writers agree that "good behavior” dominates (see
Hirshleifer [1987] for further examples).

Hirshleifer assumes that for most people the marginal utility of other people's income remains
positive only up to some level "safely below their own income."

Of course, complementary developments in ather fields, such as sociology, psychology and
anthiropology, were also important in the amendment of the neoclassical economics. For example,
see Rabin [1998] for how psychaology might help economists to understand preferences, and in
particular, how people depart from narrow self-interest to pursue “cther-regarding” goals such as
fairness and reciprocal altruism.

It must be noted though that sociobiology and new research tend to favor the hereditary view that
genes influence human abilities, personality, aggression and sexuality. Nevertheless, many thinkers
[see Kohn 1990], claim that while biology does matier, upbringing, schooling, even nutrition can
also shape behavior, that human inteliect is capable of learning how to modify behavior to suit our
social surroundings. For example, that exposure to the self-interest model, as commonly used in
neoclassical economics, might itself encourage self-interested behavior has been suggested by a
number of studies, which generally indicate that economists are more likely 1o defect in social
dilemmas than other [see, Frank et. al. 1993, Marwell and Ames [1981], Carter and frons [1991],
Seguino [1995] and Frank et. al. 19986].
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A FINANCIAL PROFILE OF COMPANIES
THAT EXPERIENCE HIGH GROWTH RATES
IN PERIODS OF ECONOMIC DOWNTURN

by

Bruce C. Payne” and Robert D. Cruz™

In the United States, oniy nine recessions have occurred since the end of World War |, using two
consecutive quanters of negative growth in real Gross Domestic Product (GDP) as the definition of
recession.” Economic downturns, on the other hand, are defined as a reduction in the rate of economic
growth, at a time when econcmic indicators give mixed signals, and the economy is vulnerable to
recession (Norton, 1985). They are a part of any business cycle, but unpredictable. Some companies
have developed a pattern of preparing for economic downturns during periods of record profits. For
example, Richman (1925) reports that Duport had a record profit of $2.7 billion in 1994, In that same
year, the firm eliminated 7000 jobs, either shutdown or divested 18 businesses, and cut research and
development spending to 60 percent of the 1990 level. Dupont made these aggressive, preemptive
moves 1o reduce the impact of any future recession. More interestingly, some companies that have not
used such preemptive tactics have had record growth rates during economic downturns (e.g., Coca-Cola,
Hewlett Packard and Circuit City Stores). It is these companies with which this study is concerned. A fair
question is: in what way, if any, are they different?

The phenomenon of growth whether measured in sales, size or the present value of invested dollars
has received much attention in the financial and economic literature over the past three decades
(Basu,1977, Goodman and Peavy, 1886; Shuman and Seeger, 1986; Melicher and Miedich, 1985, 1987).
Most previous studies have concentrated on the factors that explain and influence growth within
companies. Other studies have sought to determine whether an optimum growth rate exists. For example,
Nerlove (1868) and Stano (1978) found a significant positive relationship between the rate of sales growth
and the return to shareholders. Melicher and Meidich (1985) extended the Nerlove and Stano study and
examined the relationship between sales growth rates and stockholder returns to determine whether
optimal saies growth rates are identifiable. By examining a 450-firm sample covering the 1964-1978
period, they found a consistently positive relationship between sales growih rates and stockholder returns
even at very low and very high growth rates. They also examined whether the growth-return relationship
hoids in a risk-return market framework and concluded that the relationship does hold when the
experimenter conirols for systematic risk.

Payne (1993) was interested in the characteristics of growth companies and made the distinction
between growth companies and growth stocks. Solomon (1963} defined a growth company as "one that is
based on opportunities to use capital internally at vields that are above the normal rate of return.” Those
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opportunities may exist because of the company's special and nonreproducible position in technology,
manpower, or markets. Microsoft may be a good example. Vaiue Line defines growth stocks in terms of
the percentage change in share price. Obviously, growth stocks may be characteristic of growih
companies, but opportunities to use capital internally are difficult to measure and may not be quantifiable.
Thus, the Value Line definition as the percentage changes in share prices is used in this study. It is a
measure of changes in the market value of the firm, and good data are available. It would be expected
that company growth rates are highly correlated with macroeconomic growth and prosperity. As stated
earlier, however, there are companies that experience abnormally high rates of growth during economic
downturns.

The purpose of this study is to identify the financial characteristics of companies that have high
growth rates during economic downturns. More specifically, the study is concerned with those variables
that are indicators of the firm's risk-return tradeoff and measure how that risk-return tradeofi is perceived
by professional analysts and investors at the margin. The buying and selling behavior of this latter group
determines the value of the firm. If the set of financial variables that describes growth firms is found to be
unique, the set possibly coutd be used to identify those firms that may become, or continue to be, growth
firms during economic downturns. This information would have implications for investors, investment
counselors, and managers. Thus, the study also contains a test of the predictive power of the set of
financial variables we identified below.

METHODOLOGY

The issues to be resolved are first classification or prediction, and then evaluation of the accuracy of
that classification. More specifically, can firms be assigned, on the basis of selected variables, 1o one of
two groups: (1) firms known to have experienced high growth rates during periods of ecanomic downturn,
or (2) firms selected at random? Multiple discriminant analysis {MDA) provides a procedure for assigning
firms to predetermined groupings based on variables or atiributes whose values may depend on the
group to which the firm actually beiongs.

' the purpose of the study were simply to establish a financial profile of growth firms, simple ratios
would be adequate. Part of the purpose, however, involves prediction. In a seminal paper on the use of
MDA in finance, Altman (1968) showed that sets of ratios used in multivariate analysis were better
descriptors of the companies and had more predictive power than individual ratios used in univariate
tests.

The use of MDA in the social sciences for the purpose of prediction is well known, MDA is appropriate
when the dependent variable is nominally or ordinally measured and the predictive variables are intervally
measured. In addition to its use in the Altman study to predict corporate bankruptcy, MDA has been used
to predict the credit worthiness of used car loan applicants (Durand, 1941), common stock quality ratings
(White, 1975), financially distressed property-liability insurance firms (Trieschmann and Pinches, 1973),
and the failure of small businesses (Edmister, 1982). These studies had one thing in common; the groups
in which the firms were classified were nominally measured: good-bad, failing-nonfailing, likely to
bankrupt-not likely to bankrupt, or in the case of stock quality ordinal ratings. This study also employs
nominally measured dependent variables and intervally measured predictive variables. The nominally
measured dependent variables are: high growth firms (HGF), and randomly selected firms (RSF). The
computer program used to perform the analysis is BMDP-07.M Discriminant Analysis (Dixon, 1992).
Since the objective of the analysis was to determine the discriminating capabilities of the entire set of
variables without regard to the impact of individual variables, all variables were entered into the model
simultaneously. This method is appropriate since we are not interested in the predictive power of any one
variable, but instead the predictive power of the entire set of discrimants (Hair et al, 1992, 99).
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SELECTION OF SAMPLE AND INDEPENDENT VARIABLES

All data used in the analysis were gathered from Value Line Ratings and Reports. The sample
consists of two groups of fifty firms. The first group was drawn from Value Line's screen of firms with high
growth rates during the economic downturn from the first quarter 1994 1o the third guaner of 1996, During
this period real economic growth in the United States slowed from 4.1 percent to 2.1 percent annually.

Value Line lists one hundred of these high growth firms (HGFs, see list in Appendix 1) alphabetically.
We selected the first fifty, and reserved the remaining 50 to replicate the test in the event the validation
process was unclear. This exhausted the database. The second group is a group of fifty firms randomly
selected from Value Line (Randomly Selected Firms, RSF, in Appendix Il). Companies are organized by
industry in Value Line. After a HGF was selected, a company from the same industry section was chosen
randomly. Thus, the RSF were chosen randomly, but with a matching concept so that the industry profile
of this group matched that of the HGF group. That is, for each company in group ene, there is a company
in group iwo that matches the financial and business characteristics of the company in group one. For
example, Home Depot is in group one and Lowe's is in group two. Computer Science is in group one, and
Compaq Computer is in group two. Altogether there are 25 different industries in the sample and each
group has the same number of companies from each industry (Appendix Ill). Value Line's industry
grouping renders this a relatively easy process.

Previous studies on this subject have chosen explanatory variables by various methods and logical
arguments. In this paper the group of explanatory variables contains a measure of return on investment, a
measure of systematic risk, a measure of unsystematic risk, a measure of what investors at the margin
think of the company's earnings, and a measure of the size of the firm. An evaluation of these measures
is needed to accomplish the purpose of this study.

The measure of return is return to total capital. Return to total capital includes a return to creditors as
well as owners and recognizes that value is affected by the cost of debt. A measure of return 1o equity
could be used, but it would ignare the cost of debt and the fact that assets are financed by debt as well as
equity. A basic tenet of this study is that investors at the margin evaluate the degree of risk in an
investiment and compare it to the investment's potential rate of return. In finance literature this is referred
to as the "risk-return tradeoff." Investors at the margin "trade off" proxies for risk and return in buying and
selling securities to establish demand and, thus, price or market value.

Sharpe's beta is used io measure systematic risk. Investors cannot be expected to be compensated
for assuming unsystematic risk, but the purpose here is to find the characteristics of growth companies
during econemic downturns. Thus, it is necessary to identify the degree of unsystematic risk. The residual
variance in the calculation of the above-mentioned betas is used as a measure of unsystemaiic risk.

The price earnings ratio is included in the analysis to provide a rough idea of what investors at the
margin think of the company. Researchers are understandably reluctant to use the price earnings ratio in
academic research since accounting methods can greatly influence the value of this variable. The ratio
can be used for comparative purposes only when the eamings are computed in exactly the same manner
for all firms in the sample. Value Line and other reputable data sources take great care to compute all
data using the same methods. Thus, Value Line's price earnings ratios may be used for comparative
purposes among their firms. It would not be appropriate to compare a Value Line p/e ratic with the same
variable from another reporting source such as Moody's or Standard and Poors. In addition, a size
variable is included because previous studies do not clearly show whether value is in any way associated
with size. The legarithm of sales is used as a measure of size.

In summary, there are five explanatory variables in the muliple discriminant model. They are listed as
follows:
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X, — Sharpe’s Beta;

X, — Logarithm of sales.

X; — Return to total capital.
X, — Price earnings multiple.
X5 — Unsystematic risk.

The expianatory variable profile contains basic measures of common financial variables. They were
chosen, as in any experimental design, because of their consistency with theory, adequacy in
measurement, the extent to which they have been used in previous studies (Altman 1968, Edmister 1982,
Trieschmann and Pinches 1873) and their avaitability from a reputable source.

TEST AND RESULTS
The discriminant function used has the form:

(1) 2= VX + VX + e + VX,

where:
X; is the company's vaiue for the ith independent variable.
V, is the discriminant coefficient for the ith variable.
Z is the jth company's discriminant score.

The function derived from the data in this study in equation 1 is:

) 2, = 4.82513 - 0.68492X, - 0.09421X, - 0.48015X, - 0.13820X, +0.25807X;

Classification of firms is relatively simple. The values of the five variables for each firm are substituted
into equation (2). Thus, each firm in both groups receives a Z score. If a firm's Z score is greater than a
critical value, the firm is classified in group two (RSF). Since the two groups are heterogeneous, the
expectation is that randomly setected firms will fall into one group and growth firms will fall into the other.
The variances of the two groups are statistically equal. Therefore, the midpoint value between the two
group means can be defined as the critical value. This is the value that minimizes overiap and the
probability of misclassification. Zero is the expected criticat value when the two groups are of equal size
and the variances of each group are equal. In this analysis the mean Z value for the RSF is 0.81252; the
mean Z value for the HGF is -0.81252. Thus zero is the mean value and the matrices are equal.

Interpretation of the results of discriminant analysis is usually accomplished by addressing four basic
questions (Frank, Massey and Morrison,1965).

{1} Is there a significant difference in the mean vectors of variables for the two groups of firms?
{2) How well did the discriminant function perform?
{3) How well did the independent variables perform?

(4} Will this function discriminate as well on any random sample of firms as it did on the original
sample?

To answer the first question the familiar F-test is used. The caiculated value of F is 12.67 which
exceeds the critical value of F at the five percent level of significance (with 6 and 94 degrees of freedom,
F s = 2.33). Thus, the nult hypothesis that there is no significant difference between the financial profiles
of the growth firms and the randomly selected firms is rejected. The first conclusion of the study,
therefore, is that the two groups of firms have significantly different financial characteristics.
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Ot the 50 firms in the growth group, 38 were classified correctly. Of the 50 firms chosen at random,
41 were classified correctly. That is, 79 firms or 79 percent were classified correctly.

To test whether a 79 percent correct classification rate is statistically significant, we use Press's Q
test (Hair et al, 1992, 106):

(3) Press's Q= [N_(H—Xk)]i
Nk — 1
where:
N = Total sample size
N = Number of cases correctly classified
K = Number of groups.

Press's Q is a Chi-square random variable with one degree of freedom. In this case:

[100-(78 x 2)]°
100(2—1)

(4) Press's Q= =33.64, > X35 = 3.84 with 1 degree of freedom.
The null hypothesis that the percentage classified correctly is not significantly different from what would

be classified correctly by chance is rejected. The evidence suggests that the discriminant function did a
good job of separating the two groups.

The arithmetic signs of the adjusted coefficients in Table 1 are important. A positive sign indicates
that the greater a firm's value for the variable the more likely it will be a RSF. On the other hand, a
negative sign for an adjusted coefficient signifies that the greater a firm's value for the variable, the more
likely it will be classified as a HGF. Thus, according to Table 1, the greater the size of the firm, the greater
the rate of systematic risk, the greater the return to total capital, and the greater the price-earnings
multiple, the more likely it is that the firm will be an HGF. Conversely, the greater the amount of
unsystematic risk, the less likely the firm will be a HGF.

The relative contribution of each variable to the total discriminating power of the function may be
obtained by standardizing (pooled within group variances} the canonical coefficients of the discriminant
function. These coefficients are given in the output of the BMDP-07.M program. Aliernatively, the
coefficient weights may be obtained by adjusting the discriminant coefficients for differences in the units
of measure of the original variables. This adjustment is made arithmetically by multiplying the square root
of the diagonal elemenis of the variance-covariance matrix for each variable by the discriminant
coefficient of that variable. The product of this mutiplication also gives the relative contribution of each
variable to the total discriminating power of the function (Altman, 1968)., Standardized canonical
coefficients are shown in Table 1.

An examination of Table 1 reveals that beta (systematic risk) is the variable with the greatest
cantribution to the overall discriminating function, followed by return 1o total capital, unsystematic risk, the
price earnings multiple, and size, respectively,

Some multicollinearity exists between the variables, because the numerator in the price earnings ratio
may depend on all the other variabies. Hair, et al (1992) write that this consideration becomes critical in
stepwise analysis and may be the factor determining whether a variable should be entered into a model.
However, when all variables are entered into the model simultaneously, the discriminatory power of the
model is a function of the variables evaluated as a sel.

The discriminating power of an individual variable is measured by its adjusted discriminant coefficient.
If that adjusted coefficient is small in retation to the other variables, multicollinearity has little effect. Table
1 shows that the adjusted coefficient for the price earnings ratio was fourth in rank and was small
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compared 1o the first three. The only conclusion that can be drawn from the analysis is that high price
earnings ratios are assaciated with the HGF, The variable would do little however to identify a HGF.

TABLE 1

Relative Contribution of the Variables

Adjusted
Varjabies Coefficient Rank
Systematic Risk -.68492 1
Logarithm of Sales -.09421 5
Return on Totat Capital - 48106 2
Price Earnings Multiple -.13820 4
Unsystematic Risk .25807 3

VALIDATION OF THE MODEL

Before any general conclusions can be drawn, determination must be made whether the model works
tor any group of randomly drawn firms. The procedure used here for validation is referred to as the
Lachenbruch or, more informally, the "jackknife" method. In this method, the discriminant function is fitted
to repeatedly drawn samples of the original sample. The procedure estimates {k - 1) samples, and
eliminates one case at a time from the original sample of "k" cases (Hair et al, 1992, 98). The expectation
is that the proportion of firms classified correctly by the jackknife method would be less than that in the
original sample due to the systematic bias associated with sampling errors, The major issue is whether
the proportion classified correctly by the validation test differs significantly from the original test. That is, is
the difference in the two proportions classified correctly by the two tests due to bias? The objective is to
see if this bias is significant. The jackknife validation resulted in the correct classification of 77 percent of
the firms. Since there are only two samples for analysis the binomial test is appropriate:

77 - 100 (.79)

5
® [100(.79)(.21)]""

= -0.593 < ty; = 1.645

Thus, the null hypothesis that there is no significant difference between the praportion of firms ciassified
correctly in the original test and the proportion classified correctly in the validation test cannot be rejected.
Therefore, it can be concluded that while there are some biases in the original analysis, they are not
significant. The procedure will classify new firms as well as it did in the original analysis. This means the
model can be used for identifying firms that may increase in value during economic downturns.

CONCLUSION

The purpose of this study was to establish a risk-return profile of firms that gxperience extraordinary
growth in periods of economic decline. Three of the five results were as expected, one simply had no prior
expectation, and one was a mild surprise. The risk-return tradeoff curve is probably higher for firms that
grow during periods of economic downturn than for firms selected at random. Thus, the expectation was
that return to total capital, systematic risk, and the price-eamings multipie would be higher for growth
firms. The analysis also showed those firms were larger in size. It was not clear from previous studies that
this would be the case. The unexpected resuit was that growth firms had less unsystematic risk. Investors
diversify this away and do not expect to be compensated for assuming it, but a single firm has to cope
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with it and produce returns te offset it. There will be no attempt here to analyze why the variable profite is
as itis, but it is an area that may deserve further study.

A further objective was to find out if the financial profile could be used to predict which firms would be
growth firms during an economic decline. Evidence suggests that the model does predict growth firms
accurately for any set of randomly drawn firms. This study is particufarly timely because of the Federal
Reserve’s objective of maintaining low inflation, preventing the U.S. economy from growing at a
destabilizing pace, and its recurring desire to slow the rate of economic growth.

The profite of financial characteristics of firms that grow in periods of economic decline shouid aid
investors, institutions, and managers in identifying firms that have the potential for growth in future
periods. For example, if the consensus forecast amang business economists calls for an economic
downturn, investors and financial institutions may find advantages in reallocating their portfolio of equity
invesiments {or implementing some hedging strategies) on the basis of these findings. The results
indicate that investors may want to increase their equity positions in larger firms, with higher betas, higher
P/E ratios and higher returns on total equity, and reduce their position in companies with high levels of
unsystematic risk.

On the other hand, if portfolio managers do not believe that reductions in the rate of economic growth
can be predicted accurately, the results of this study are not as useful. One should expect, however, that
some companigs will implement preemptive moves on the basis of the best available forecasts.
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ENDNOTES

The “textbook” definition of recession is two consecutive quarters of negative growth in real G.D.P.
(Samuelson, 1989 p. 204). The McGraw-Hill Dictionary of Modern Economics defines a recession
as (... a decline in overall business activity) lasting an indefinite period. However, the Business
Cycle Dating Committee of the National Bureau of Economic Research (NBER) establishes
whether ar not a given period is actually a recession. it is in fact, whatever they say it is. For
example, in 1980 they identified a recession that lasted one quarter.
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APPENDIX | - GROWTH FIRMS

CONOO PN

ADC Telecommuinications
Adobe Systems
ADVANTA Corporation
ALPHARMA Incorportated
ALZA Corporation
American International group
Applied Materials
Autodesk, Incorporated
Automatic Data Processing
Biomet

Bio-Rad Laboratories
Bombardier Incorporated
Brinker Internationat
CUC international

Cable & Wireless ADR
Casey’'s General Stores
Cerner Carporation
Checkpoint Systems
Cintas Corporation
Circuit City Stores
Claire's Stores

Clayton Homes
Coca-Cola

Compaqg Computer
Computer Associates
Caomputer Sciences
Consolidated Stores
Countrywide Credit
Cracker Barrel

Crown Cork

DS8C Communication
Datascope Corporation
Diagnostic Products
Dionex Corporation
Disney (Walt)

Electronic Arts

Forest Laboratories
Franklin Resources

Gap (The), incorporated
General Motors

Getty Petroleum

Gilette

Great Lakes Chemical
Green Tree
Hewlett-Packard

Home Depot

ICN Pharmaceuticals
Intel Corporation
Invacare Corporation
KLA Instruments
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APPENDIX | - RANDOMLY SELECTED FIRMS

1. Alberto Culver

2. Alitel Corporation

3. American Express

4. American Software

5. Anatog Devices

6, Banc Bitbao Vizcaya

7. Banco Santander

8. BCE, Incorporated

9. Blair Corporation
10. Boeing Company
11. Boston Scientific
12. Cadbury Schweppes
13. Cardinal Heaith
14, Computer Science
15. Finova
16. Fisher Scientific International
17. Fiserv, Incorporated
18. Furon
19. General Host
20. Genetics Institute
21. General Nutrition
22. Gerber Scientific
23. Glaxo Wellcome
24, Hees International
25. Informix Corporation
26. instron Corporation
27. Intron Corporation
28. Jacobson Stores
29. Johnson Werldwide
30. Lowe’s Companies
31. Marquette International
32. Newbridge Networks
33. Nine West
34. NPC International
35. Owens & Minor, Incorporated
36. Piccadilty
37. Polarcid Corporation
38. Power Corporation
39. Rhone-Poylenc Rorer
40. Sealright Company
41. S-K-| Limited
42. Spacelabs Medical, Incorporated
43. Sun Energy
44. Transamerica
45. Thor Industries
46. Triad Systems
47. Uniforce
48. Unitrode Corporation
49. Weis Markets
50. Willis Corroon
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APPENDIX Ili - INDUSTRIES

INDUSTRIES

Aerospace/Defense

Chemical

Computer & Peripherals
Computer Software & Services
Drug

Financial Services

Foreign Telecommunication
Grocery

Healthcare Information
Industrial Services

Insurance (diversified)
Manufactured Housing/Recreational
Medical Supplies

Packaging & Container
Petroleum (integrated)
Precision Instrument
Recreation

Restaurant

Retail Building Supply

Retail (special lines)

Retail

Semiconductor

Saoft Drink

Telecommunication Equipment
Toiletries Cosmetic

NUMBER OF
GROWTH FIRMS
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NEW YORK STATE ECONOMICS ASSOCIATION (NYSEA)

51st ANNUAL CONVENTION
FINAL PROGRAM

State University of New York ¢ College at Oneonta
Morris Conterence Center — Oneonta, New York

Friday, October 16

8:00 —10:00 PMm

October 16-17, 1998

NYSEA Convention Opening Reception
(LeCafe, Morris Conference Center)

Wine and Cheese Reception
Sponsored by SUNY College at Oneonta

Introduction: Wade L. Thomas, President, NYSEA

Welcome: Anne Carins Federlein, Provost/Vice President for
Academic Affairs, SUNY Oneonta

Saturday, October 17

8:30 — 10:30 AM

8:30 — 2:30 PM

8:45 am
12:00 — 1:30 PMm

3:16 - 4:15 PMm

Convention Registration & Continental Breakfast

(Craven Lounge, Morris Conference Center)

Compliments of the Dryden Press, Harcourt Brace College Publishers
Pick up final program, receipt/register, location directions,

name tags

Textbook Display/Exhibits
(Craven Lounge, Morris Conference Center)

Sessions Begin
Luncheon (Otsego Grill, Morris Conference Center)

Speaker. Abraham Lackman, Secretary of Finance Committee and
Special Advisor to Senate Majority Leader
“Capital Gains Taxation: Is There Any Truth io Supply Side
Economics—The Experience from New York State”

Afternoon Refreshments (Craven Lounge, Morris Conference Center)
Compliments of Irwin/McGraw-Hill Publishers

NYSEA Business Meeting (Room 103, Morris Conference Center)
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8:45 - 10:15 AMm

SESSION

Teaching (Room 103)

Chair;

lian Alon, SUNY Oneonta

Richard Deitz, Federal Reserve Bank of New York
Buffalo Branch: and

Jeannette C. Mitchell, Rochester Institute of Technology
“Grade Expeclations: An Empirical Study of Student and
Faculty Assessment”

Charles Callahan, ill, and William H. Dresnack,

SUNY Brockpori

“The User Approach Versus the Traditional Approach:

A Comparison of the Effects of Introductory Accounting
Course Work on Success in the First Finance Course”

John E. Page, College Dominican College
"College Economics Texts: Motivating or intimidating?”

Discussants:

Rafael Romero, SUNY Utica/Rome
llan Alon, SUNY Oneonta

B8:45 —10:15 AM

Health, Education, and Welfare (Room 104)

Chair:

Kent Klitgaard, Wells College
J. Dennis Chasse, SUNY Brockport

“Concepiual Issues in Assessing the Benefit and Costs of
Programs Aimed at Reducing Chemical Dependency Among

Adolescents”
Niev J. Duffy, Hofstra University

“Towards an Interdisciplinary Approach to Fertility Analysis”

Elia Kacapyr, lthaca College
“Alternative Measures of Socioeconomic Frogress?”

Discussants:

Kent Klitgaard, Wells College
Jason Hecht, Ramapo College
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SESSION

9:00 -10:15 Am

SESSION

Business Cycles (Room 105)
Chair. Joseph G. Eisenhauer, Canisius College

David Ring, SUNY Oneonta
‘A Comparison of the Three Long Post-WWii
Businass Cycles”

Discussant:
Joseph G. Eisenhauer, Canisius College

10:30 - 11:45 am

SESSION

Methodology and History of Economic Thought (Room 103)
Chair: Tatyana Zelenskaya, Siberian Aeraspace Academy

William T. Ganley, Buffaio State College
“Theoretical Pluralism in the Twentieth Century
History of Economic Thought”

Bogdan Mieczkewski, lthaca College
“Towards a Methodology of Estimating the Economic Costs
of the Holocaust in Poland”

Discussants:
Alfred Lubell, SUNY Oneonta
Jeannette C. Mitchell, Rochester Institute of Technology

10:30 — 11:45 AM
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Labor Economics (Room 104)
Chair:  Charles Callahan, HI, SUNY Brockport

Joseph G. Eisenhauer, Canisius College
“Unemployment Insurance and Hours of Work”

Kent Klitgaard, Wells College
“Establishing a Census Baseline for Regional Income
Distribution Studies”

Discussanis:
Niev Duffy, Hotstra University
Wade Thomas, SUNY Oneonta
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10:30 —11:45 AM  Transportation and Land Economics (Room 104}

Chair:

Elia Kacapyr, Ithaca College

Wiliiam P, O’'Dea, SUNY Oneonta
“Congestion Pricing with an Exogenously imposed
Speed Limit”

James L. Booker, Alfred University

Frank Ward, University of New Mexico

Marshal Frazier and Robert A. Young,

Colorado State University

Ronald Lacewelt and John Ellis, Texas A & M University
‘Modeling Drought Impacts on an Interstate River’

Discussant:

SESSION

Elia Kacapyr, ithaca College

1:45 — 3:00 PM Economic Development and Growth (Room 105)

Chair;

William P, O’'Dea, SUNY Oneonta

Flurmo Y. Sievens, Lawrence Technological University
“The African Market: A Potential for U. 8. Business and
Economic Growth”

Dal Didia, Jackson State University

Baban Hasnat and Charles Callahan, I, SUNY Brockport
“Foreign Aid, Foreign Direct Investment, and Economic
Growth: An Empirical Examination”

Discussant:

Alfred Lubell, SUNY Oneonta
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SESSION

1:45 — 3;15 PM Student Papers (Room 103)
Chair. Kent Klitgaard, Wells College
Rebecca A. Hellinger, Peter G. Herrscher, Frank G.
Duserick, and Ernest Enke, Alfred University
*Decision Factors in Acquiring Long Term Care Insurance”
Jodi Dennis, James Booker, Frank Duserick and
Ernest Enke, Alfred University
“Financing Retirement with a Roth IRA”
Karen Enke, James Booker, Frank Duserick, and
Ernest Enke, Alfred University
“Is the Marriage Tax Penalty a Sin Tax?”
Heather Eckert, Brandy Moseley, Ernest Enke, and
Frank Duserick, Alfred University
“An Cunce of Prevention”
Discussants:
Kent Klitgaard, Wells College
Elia Kacapyr, lthaca College
David Ring, SUNY Oneonta
Tom Kopp, Siena College
SESSION
1:45 —3:00 PM Distance Education and Educational Technology (Room 104)

Mederator: Wade L. Thomas, SUNY Oneonta
Panelists:

Jose Medina, SUNY Delhi
Steven Biumenkrantz, SUNY Ongonta
John Nader, SUNY Delhi









